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ABSTRACT 

One of the most important steps in image processing and computer 

global and selective segmentations. Global segmentation models can 
segment whole objects in an image. Unfortunately, these models are 

overcome this limitation, the selective segmentation model, which is 
capable of extracting a particular object or region in an image, must be 
prioritised. Recent selective segmentation models have shown to be 
effective in segmenting greyscale images. Nevertheless, if the input 
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ignore the colour information by converting that image into a greyscale 
format. Colour plays an important role in the interpretation of object 
boundaries within an image as it helps to provide a more detailed 
explanation of the scene’s objects. Therefore, in this research, a 
model for selective segmentation of vector-valued images is proposed 
by combining concepts from existing models. 
method was used to solve the resulting Euler-Lagrange (EL) partial 
differential equation of the proposed model. The accuracy of the 
proposed model’s segmentation output was then assessed using visual 
observation as well as by using two similarity indices, namely the 

results demonstrated that the proposed model is capable of successfully 

on this area can be further extended in three-dimensional modelling.

Active contour, colour image segmentation, selective 
segmentation, variational model, vector-valued image.

INTRODUCTION

The process of dividing an image into its constituent regions or 
objects for subsequent processing is known as image segmentation. 
Image segmentation is necessary to analyse and segment an image 
into various parts that may be useful for basic applications such as in 

detection (Jumaat & Chen, 2017). The edge-based models and region-
based models are two categories of segmentation models. The term 
“edge-based model” refers to a model that uses an edge detection 
function to convert original images into edge images. The techniques 
are useful for shape boundary recognition (Othman et al., 2016). 
Active Contour Model (ACM) is an effective edge-based algorithm 
that is widely used in image segmentation to detect objects in an 
image using curve evolution techniques (Fang et al., 2021). Kass et 
al. (1988)
the use of the snake model or ACM for interactive interpretation and 
successfully proved that this model is useful to interactively specify 
the region of interest within an image. According to Huang and Liu 
(2015), two major challenges for ACM are: (1) low contrast edges of 
objects within an image that may lead to inaccurate segmentations; 
and (2) that ACM is usually sensitive to its initial position. Further 
improvement was done by Xu and Prince (1998), which later led to 
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the formulation of the Gradient Vector Flow (GVF) snake model. The 
model provided substantial improvement in segmentation results and 
delivered satisfactory results in medical image segmentation (Xu & 
Prince, 1998). 

On the other hand, by separating all pixel values of the object of 
interest from its corresponding background pixel values (based on 
image intensity values within a group of neighbouring pixels), the 
main goal of region-based segmentation techniques is to locate image 
edges between regions (Mazouzi & Guessoum, 2021). Some classic 
techniques of region-based segmentation are thresholding (Hore et 
al., 2016), watershed (Zhang et al., 2017; Xue et al., 2021), region 
growing (Jiang et al., 2017; Shi et al., 2021), and region splitting and 
merging (Bala & Sharma, 2017). 

The most popular region-based segmentation model is arguably by 
Mumford and Shah (1989), which is known as the Piecewise Constant 
(PC) and was established by minimising the variational functional 
problem of an image. The variational approach can offer high quality 
processing capabilities for imaging (Dobrosotskaya & Guo, 2017) 
and often uses the calculus of variations to optimise the function 
(Yearwood, 2018). However, this model is not a straightforward affair 
in practice. Therefore, Chan and Vese (1999) developed a reduction 

Mumford and Shah 
(1989)  
up of two regions. The unknown contour,         separates the regions. 
In its simplest form (in the case of two phases segmented into a 
foreground and a background region), the image will be divided 
by a piecewise constant function. Chan et al. (2000) then extended 
their work on greyscale images to vector-valued images. The main 
difference of this extended method is that it can now segment 
colour images that it was unable to process in the previous model. 
Moreover, it offers better output results with extra information that 
could be extracted. Nevertheless, only the images with homogenous 
intensity are suitable for this model. Therefore, Vese and Chan (2002) 
formulated a new Piecewise Smooth (PS) model to overcome the 
issues related to images with inhomogeneous intensity. Following 
these variational approaches, many other researchers have proposed 
new variational models such as Wei et al. (2017), Fang et al. (2018), 
and Zhao et al. (2018).

z x, y
, 



152        

Journal of ICT, 21, No. 2 (April) 2022, pp: 149–173

In general, all models described above are suitable for the purpose of 
global segmentation, whereby all objects in the observed image will 
be segmented. Selective segmentation is concerned with segmenting 

& Chen, 2017). In 2010, Badshah and Chen combined the global 
segmentation models by both Chan and Vese (2001) and Mumford 
and Shah (1989) to form a new selective segmentation oriented model. 
Additionally, Rada and Chen (2011) introduced the Dual Level Set 
model to increase the reliability of the initial selective segmentation 
model. Since the above selective segmentation model uses one set of 
geometric constraints, Nguyen et al. (2012) proposed an Interactive 
Image Segmentation (IIS) model that adopted two sets of geometric 
constraints, namely the geometric points for the inside and outside of 

both greyscale and vector-valued images. The IIS model (Nguyen et 
al., 2012) is considered state-of-the-art in segmenting vector-valued 
images (Ali et al., 2020). Further improvements were made by Rada 
and Chen (2013) on their existing model. Rada and Chen (2013) 
and Jumaat and Chen (2019) discovered that a single application of 
geometric constraint gives better results in segmenting input images 
as compared to two geometric constraints. The drawback of this 
model, however, is that it is computationally expensive. 

Consequently, Spencer and Chen (2015) proposed a Distance Selective 
Segmentation (DSS) model. This model performed better and more 

to inputs from the user and has lower computational costs than Rada 
and Chen’s (2013) model. Nevertheless, if the input data is a vector-
valued image, the DSS model would ignore the colour information 
by converting the input image into a greyscale format image. It is 
important to consider including the colour map data in processing a 
vector-valued image because it provides richer information such as 
edge and intensity and therefore could be useful for the domain of 
pattern recognition and computer vision (Embong et al., 2017). 

This research proposes the formulation of a new selective 
segmentation model for vector-valued or colour images by combining 
the established models from Spencer and Chen (2015) and Chan et al. 
(2000). Colour information is embedded in the formulation because 
it provides additional edge information as compared to greyscale 
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information. This research focuses on selective image segmentation, 

Lagrange (EL) partial differential equation derived from the proposed 
model. The performance of the proposed model is then inspected 
by using visual observation and evaluated using the Dice Similarity 

REVIEW OF EXISTING METHODS

Chan and Vese (2001), 
followed by the methods by Chan et al. (2000) and Spencer and Chen 
(2015).

The Chan and Vese Model

The variational mathematical model formulation developed by Chan 
and Vese (2001) is useful in image segmentation. The Chan and 
Vese (2001) model is abbreviated as the CV model in this research.  
Let                be an image. In the CV model, the assumption made 
is that   is formed by two main regions, whereby the unknown 
contour      separates the regions. Inside the curve or contour        assume 

 
value     Outside the curve     the image intensity is approximated by 
the unknown value   in             Then,with             the  
CV model minimises the following Equation 1: 

          (1)

Here, the unknown constants      and      are considered as the approximately 
piecewise constant intensities of the mean values of   inside and 
outside the variable contour     The parameters                      which  
are non-negative parameters, represent the weights for the regularising 

by following the idea introduced by Osher et al. (1988). To simplify 
the notation, they introduced the Heaviside function,                       and 
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(2)

   
(3)

Here,          is a level set function,   is a constant used to avoid the  
values of                          and                       tends to be zero, which may  
lead to thefailure of the object to be extracted if it is far from the initial 
contour (Altarawneh et al., 2014).
Therefore, Equation 1 is transformed into the following Equation 4:

   
(4)

Let the function     
to c1 and c2 that yields the following Equation 5:

   
(5)

Fixing      and      as constants in                         leads to the following 
Equation 6:

   
(6)

where       represents the gradient of the level set function     Equation 

method. However, the CV model is limited to only greyscale images. 

The Chan-Sandberg-Vese Model

Chan et al. (2000) formulated a variational-based ACM for colour 
or vector-valued images known as the Chan-Sandberg-Vese (CSV) 
model. The model is an extension of the CV model for the case of 
vector-valued images. The CSV model minimised Equation 1 of the 

a vector-valued image. By letting            as the i-th channel of a vector- 

1 1, 1 sin .2H x y  
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valued image on the domain       with i=1,….., N channels and letting C  
 

as the following Equation 7:

  (7) 

Here, the parameters      and      are non-negative parameters that represent 

      is a non-negative 
parameter that represents the weight for length term. For vector-
valued images, the constants       and       are the mean of the colour 
values inside and outside the segmented image. Equation 7 can be 
written in level set representation as in the following Equation 8:

   
(8)

for i = 1,……, N. The sensitivity of the object detector can be tuned 
by the parameters     and                                It was suggested that the 

value of    can be considered. The functions H and    are similarly 
 

functions with respect to    and    for i = 1,……,N, the following 
Equation 9 is obtained:

   
(9)

After that, by assuming      and      as constants in                        the

  
(10)

The term          represents the norm of the gradient of the level set function 
    that ensures the smoothness of the generated curve. Then, the model 
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Spencer-Chen Model

A new formulation for the selective model was developed by Spencer 
and Chen (2015), termed the DSS model. Let          be a greyscale 
image. The marker set is given as 
with          marker points. The polygon     is constructed by using  
set       that links up the markers. In the model, the normalised Euclidean 
distance,                   of each point                        from its nearest point in 

the polygon, made up of                            constructed from user input 

Equation 11:
  (11)

 

where                                                                   Then, the DSS formulation 
is given as the following Equation 12:

 
 (12)

In the level set representation, Equation 12 can be written as the 
following Equation 13:

 
  

(13)

for non-negative parameters    and     Here,    is the area parameter that  

the length of the generated curve. It was suggested that the chosen 
value    is different for each image and the value is dependent on 
the targeted object. Normally, a small value    is needed for a simple 
image while a large value      is suitable for a low contrast image close 
to the neighbouring area. 

 
 

THE PROPOSED MODEL

The DSS model is not designed to segment colour images. Therefore, 
the main idea of this research is to propose a new selective 
segmentation model for vector-valued images, termed Distance 
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Selective Segmentation 2 (DSS2). The current research combined ideas from 
the existing models, which were the CSV and DSS models, to formulate 
the proposed DSS2 model. Here, on images z, geometrical points                    
             were assumed by the marker set  
The polygon P  was constructed by using set B. Let the function      
              be the Euclidean distance that is the distance of each point   
                    from its nearest points of    constructed from 

   
(14)

15:
  

(15)

Where     and     are unknown constants that represent the average value  
of    inside and outside the unknown curve, respectively. The non-
negative parameters of          and     are weights for the regularising 

function               Equation 15 can be written as the following Equation 
16:

   
 (16)

where                         and            are replaced with                     respectively 
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In order to derive the EL equation for      both H
the following Equations 19 and 20, respectively:

 
  

(19)
 

  

(20)

is given by the following Equation 21:
 

  
(21)

where   is the exterior normal at the boundary of                         is the 

was used to solve this EL equation problem.
 
 

NUMERICAL IMPLEMENTATION

solve the EL equation given in Equation 21. The evolution of   is 
discretised according to the following Equation 22:
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Let              be the space steps, then  
                               and                                                  Subsequently, Equation 
22 can be further written as the following Equation 24:

 
  

(24)

There are other ways to discretise Equation 21; however, the above 
form is simpler according to Yue (2009). Moreover, Getreuer 
(2012) stated that central differences are undesirable in a discretised 
optimisation approach since they miss the thin image structure. Next, 
the semi-implicit Gauss-Seidel method was applied in Equation 24 to 
produce the following Equation 25:

                        

(25)      
   

The Neumann boundary condition can be implemented in the following 
way: 

Steps of Algorithm for the Proposed Model

Algorithm 1 shows the steps involved to implement the new proposed 
model, DSS2, to compute the solution using the MATLAB software.

 
 calculate             using Equation 14.
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3.  Compute                and                 as the region averages given in Equations  
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EXPERIMENTS AND RESULTS

Two experiments were carried out. In Experiment 1, the segmentation 
accuracy of the existing CSV and IIS models was compared with 
the proposed model, which was the DSS2 model, in segmenting a 
targeted object in each synthetic test image. While in Experiment 2, 
real test images were used. The segmentation performance of all the 

the qualitative approach, whereby the segmentation performance of 
all models was evaluated by visual observation. The second approach 

namely Jaccard (JSC) and Dice (DSC) were computed such that.               
                                       and                                            Here, the set of the 
segmented domain       was denoted by      while the true set of      was 
denoted by        The return values of JSC and DSC were in the range of       
        A perfect segmentation quality was indicated by a value of 1 
while poor quality of segmentation was indicated by a value of 0. 

In the following experiments, the values of parameters are as such  
for all experiments:                                                         and maxit = 3000. 
Here, the time step was set at           since it gave a satisfactory  
result for segmentation. Besides,                     was taken to avoid singularity 

object to be extracted if it were far from the initial contour. 

To obtain a satisfactory result, a suitable value of the parameter      and 

the case where an object is near to a neighbouring area, the value of            
   should be larger, while a small value of    is needed to segment  
a clearly separated object.

images are listed in Figure 1. The yellow markers indicate the targeted 
object.
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Figure 1

Synthetic Images with Markers

All the test images in Figure 1 were created using the Microsoft Paint 
software. The accuracy of segmentation for the CSV and IIS models 
was compared with the proposed model, DSS2, on all ten problems 
by visual inspection and computation of the JSC and DSC values. 
Figure 2 demonstrates the segmentation results of each model for all 
problems in binary form. 

Figure 2

Segmentation Results of Experiment 1 for CSV, IIS, and the Proposed 
DSS2 Models

     
Problem 1 Problem 2 Problem 3 Problem 4 Problem 5 

     
Problem 6 Problem 7 Problem 8 Problem 9 Problem 10 

CSV Model IIS Model DSS2 
Model 

CSV Model IIS Model DSS2 
Model

   
1a 1b 1c 

   
2a 2b 2c 

   
3a 3b 3c 

   
4b 4c 

  
5b 5c 
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In Experiment 1, the values of the parameter    for the DSS2 model 
were in the range of                              By visual observation, the IIS  
and DSS2 models were capable of segmenting only the targeted 
object.

Meanwhile, for images with more than one object, the CSV model 
failed to segment only the targeted object since multiple objects in 
the image were segmented, which is known as an over-segmented 
problem. This mainly occurs because there is no constraint function 

object, thus the CSV model will try to segment all objects in each 
image. However, this is not guaranteed due to the non-convex 
formulation as can be observed in Figure 2(9a), where the CSV model 
was unable to segment all objects in Problem 9.

The existing IIS model (Nguyen et al., 2012) is known as a state-
of-the-art model capable of generating accurate segmentation results. 
In general, the IIS model successfully segmented all images and the 
results were almost similar to the DSS2 model. 

However, it was observed that the IIS model was unable to segment 
Problem 8 in a clean way. Figure 3 demonstrates the zoomed 
segmentation results of Figures 2(8b) and 2(8c), which represent 
the segmentation results of Problem 8 for the IIS and DSS2 models, 
respectively. 

Figure 3

Zoomed Segmentation of Problem 8 for IIS and DSS2 Models

The zoomed segmentation results in Figure 3(a) demonstrated the 
limitation of the IIS model, while the DSS2 model gave a cleaner 

 
400,3600 . 

IIS Model DSS2 Model 

  
(a) (b) 
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segmentation result as illustrated in Figure 3(b). According to Nguyen 
et al. (2012), the IIS model was unable to segment semi-transparent 
boundaries and sophisticated shapes (such as bush branches or hair) in 
a clean way due to its underlying assumption in the hard segmentation 
formulation that the shape of the targeted object was smooth and could 
be described by the weighted shortest boundary length.

On the other hand, DSS2 gave a better result because of the existence 
of the Euclidean distance from the generated polygon region in the 
formulation. This is helpful to provide a good approximation as the 
function allowed the solution to be constrained by surrounding values 
associated with the polygon region, which was constructed by the 
markers around the targeted object. 

Besides qualitative analysis by visual observation, a quantitative 
analysis of the segmentation accuracy was also provided by evaluating 
the JSC and DSC values. Table 1 shows the JSC and DSC values of 
each model for all problems in Experiment 1. 

Table 1

The JSC and DSC Values of Experiment 1 for Each Model.

Test Image CSV 
Model

IIS 
Model

DSS2 
Model

JSC DSC JSC DSC JSC DSC
Problem 1 0.09 0.16 1.00 1.00 1.00 1.00
Problem 2 0.14 0.25 0.97 0.98 1.00 1.00
Problem 3 0.16 0.27 1.00 1.00 1.00 1.00
Problem 4 0.17 0.29 1.00 1.00 1.00 1.00
Problem 5 0.30 0.50 0.98 0.99 1.00 1.00
Problem 6 0.28 0.44 1.00 1.00 1.00 1.00
Problem 7 0.21 0.34 1.00 1.00 1.00 1.00
Problem 8 0.25 0.40 0.65 0.79 1.00 1.00
Problem 9 0.26 0.42 0.99 1.00 0.99 0.99

Problem 10 0.50 0.66 0.87 0.93 1.00 1.00
Average 0.236 0.373 0.946 0.969 0.999 0.999

From Table 1, the average JSC and DSC values for DSS2 were 0.999, 
which was higher than the CSV and IIS models. It was remarked that 
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the IIS model also delivered a promising result, except for Problem 
8 that had a sophisticated shape as explained above. Therefore, the 

segmentation accuracy in Experiment 1 as compared to the CSV and 
IIS models.

All test images in Experiment 1 were synthetic images. In Experiment 
2, the segmentation accuracy of the existing CSV and IIS models was 
compared with the proposed DSS2 model in segmenting a targeted 
object in real images. 

There were 12 real images in this second experiment. Figure 4 
demonstrates the real images with markers in yellow to indicate 
the targeted object. Problems 1–3 in Figure 4 were obtained from 
Berkeley’s segmentation dataset and benchmark (Li et al., 2013; 
Martin et al., 2001); Problems 4–8 were obtained from a publicly 
accessible dermatology image analysis benchmark (Codella et al., 
2018); Problems 9 and 10 were obtained from a mammography image 
database (Moreira et al., 2012) in yellow colour map to enhance the 
mass-like patterns; while Problems 11 and 12 were obtained from the 
Human Sperm Head Morphology dataset (Shaker et al., 2017). 

Figure 4

Real Images with Markers

    
(a)  Problem 1 (b) Problem 2 (c) Problem 3 (d) Problem 4 

    
(e) Problem 5 (f) Problem 6 (g) Problem 7 (h) Problem 8 

    
(i)  Problem 9 (j) Problem 10 (k) Problem 11 (l) Problem 12 
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It was remarked that these real images were very challenging for 
the segmentation task. This is because the images had intensity 
inhomogeneity and irregularity boundaries. In addition, Problems 
1, 2, 9, and 10 in Figures 4(a), 4(b), 4(i), and 4(j), respectively, had 
complex shapes.

The accuracy of segmentation for all models on the 12 problems 
was compared by visual inspection. For quantitative analysis, only 
the JSC and DSC values of all models were computed in segmenting 
Problems 1–10 because the ground truth solutions for Problems 11 
and 12 were not available. Figure 5 shows the segmentation results of 
each model for all problems in binary representation. 

Figure 5

Segmentation Results of Experiment 2 for CSV, IIS, and the Proposed 
DSS2 Models

In Experiment 2, the values of the parameter    for the DSS2 model 
were in the range of                       By visual inspection, a similar scenario 
as in Experiment 1 could be observed, whereby the IIS and DSS2 
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models were capable of segmenting only the targeted object while the 
CSV model segmented every object in the image. 

It was observed that the IIS model was unable to segment the legs of 
the creature in Problem 2 properly. The following Figure 6 illustrates 
the zoomed segmentation results of Figures 5(2b) and 5(2c), which 
represent the segmentation results of Problem 2 for the IIS and DSS2 
models, respectively. 

Figure 6

Zoomed Segmentation of Problem 2 for IIS and DSS2 Models

The legs of the creature in Problem 2 of Figure 4(b) had a hair-like 
shape with semi-transparent boundaries. The IIS model was unable to 
give a clean segmentation as demonstrated in Figure 6(a) as compared 
to the DSS2 model in Figure 6(b). The accuracy of the segmentation’s 
performance for all models was also evaluated using JSC and DSC for 
quantitative analysis. Here, only the values for Problems 1–10 were 
provided, as the ground truth solutions for Problems 11 and 12 were 
not available. The values are summarised in Table 2.

Table 2

The JSC and DSC Values of Experiment 2 for Each Model

Test Image CSV 
Model

IIS 
Model

DSS2 
Model

JSC DSC JSC DSC JSC DSC
Problem 1 0.70 0.82 0.83 0.91 0.84 0.91
Problem 2 0.63 0.78 0.68 0.81 0.81 0.89

IIS Model DSS2 Model 

  
(a) (b) 

(continued)
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Test Image CSV 
Model

IIS 
Model

DSS2 
Model

JSC DSC JSC DSC JSC DSC
Problem 3 0.91 0.95 0.71 0.83 0.91 0.95
Problem 4 0.91 0.95 0.85 0.92 0.91 0.95
Problem 5 0.83 0.91 0.84 0.91 0.85 0.92
Problem 6 0.11 0.20 0.88 0.94 0.87 0.93
Problem 7 0.97 0.99 0.94 0.97 0.98 0.99
Problem 8 0.87 0.93 0.82 0.90 0.87 0.93
Problem 9 0.60 0.75 0.79 0.88 0.86 0.92
Problem 10 0.48 0.65 0.79 0.88 0.84 0.91
Average   0.701   0.793   0.813   0.895   0.874   0.930

Table 2 demonstrates that the average values of JSC and DSC for 
the proposed DSS2 model were higher than the CSV and IIS models. 
Nevertheless, for Problem 6, the IIS model was slightly better than 

model had the highest average segmentation accuracy in Experiment 
2 as compared to the CSV and IIS models.

CONCLUSION

by using the selective segmentation technique in the vector-valued 
environment since it carried richer image information in addition 
to intensity. Therefore, the new mathematical model on selective 
segmentation of vector-valued images, DSS2, was formulated by 
combining the ideas from Spencer and Chen (2015) and Chan et al. 
(2000). The resulting EL equation was derived from the new proposed 

algorithm was implemented by developing the MATLAB coding 
using the MATLAB R2018 software. 

Two experiments were carried out whereby a total of 22 test images 
were presented to demonstrate the comparison of the proposed DSS2 
model with existing models, which were the CSV and IIS models. In 
Experiment 1, ten synthetic images were tested, while in Experiment 
2, 12 real images were tested. Through the qualitative approach (visual 
inspection), it was found that for all tested images with multiple 
objects, the CSV model failed to selectively segment the targeted 
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object and the segmentation output was over-segmented, while DSS2 
successfully segmented the targeted object. Other than that, the IIS 
model was able to selectively segment the targeted object. However, 
for images with semi-transparent boundaries and sophisticated shapes 
(such as bush branches or hair), the method was unable to deliver a 
clean output as compared to the DSS2 model. 

For quantitative analysis, the JSC and DSC values were computed 
for all models to measure the segmentation accuracy. On average, the 
segmentation performance of the DSS2 model was higher than the 
CSV and IIS models as indicated by the average values of JSC and 
DSC for both experiments. Therefore, this led to the conclusion that 
the DSS2 model provided more satisfactory results in segmenting the 
object in an image as compared to the CSV and IIS models. 

The proposed DSS2 model gave better results because of the existence 
of the Euclidean distance function, generated by a polygon region in 
the formulation. Consequently, this function is helpful in providing a 
good segmentation estimation as the function allows the solution to be 
constrained by the polygon region, constructed by the markers around 
the targeted object. 

For future works, the research will be extended in three-dimensional 

dimensional and three-dimensional segmentation problems based on 
the research by Jumaat and Chen (2020). 
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