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ABSTRACT 

Feature extraction and selection are critical in sentiment analysis (SA) 
to extract and select only the appropriate features by removing those 
deemed redundant. As such, the successful implementation of this 
process leads to better classification accuracy. Inevitably, selecting 
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high-quality minimal features can be challenging given the inherent 
complication in dealing with over-fitting issues. Most of the current 
studies used a heuristic method to perform the classification process 
that will result in selecting and examining only a single feature subset, 
while ignoring the other subsets that might give better results. This 
study explored the effect of using the meta-heuristic method together 
with the ensemble classification method in the sentiment classification 
of online reviews. Adding to that point, the extraction and selection of 
relevant features used feature ranking, hyper-parameter optimization, 
crossover, and mutation, while the classification process utilized the 
ensemble classifier. The proposed method was tested on the polarity 
movie review dataset v2.0 and product review dataset (books, 
electronics, kitchen, and music). The test results indicated that the 
proposed method significantly improved the classification results by 
94%, which far exceeded the existing method. Therefore, the proposed 
feature extraction and selection method can help in improving the 
performance of SA in online reviews and, at the same time, reduce the 
number of extracted features.

Keywords: Feature extraction, feature selection, online reviews, 
meta-heuristics, sentiment analysis. 

INTRODUCTION

Over recent years, advancements in Internet technology have 
developed rapidly, making it easier for users to convey their views 
of a wide spectrum of products, events, and services via online 
platforms, resulting in the exponential growth of online content. 
Admittedly, analyzing online content manually can be both tedious 
and backbreaking. Herein lies the need to automate the process of 
analyzing online sentiments of users. Essentially, sentiment refers to 
a user’s view, feeling, or opinion of a product, event, or service that is 
posted over the Internet ( Pang & Lee, 2008). Of late, sentiment analysis 
(SA) research has become popular, focusing on automating processes 
through which analysts can identify and extract opinions, attitudes, 
and sentiments from online content. Specifically, SA is a technique 
that analyzes users’ opinions, moods, evaluations, judgments, 
attitudes, and feelings toward entities, such as products, services, 
organizations, people, issues, events, topics, and their attributes (Liu, 
2012). Operationally, SA works by classifying texts into subjective 
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or objective classes to help recognize positive or negative opinions 
regarding subjective texts (Al-Harbi, 2019). SA involves two main 
tasks, namely the extraction of features from online content and the 
classification of sentiments, which can be classified into negative and 
positive classes (Ekbal & Saha, 2013). 

Currently, SA has replaced web-based surveys conducted by companies 
to gauge public opinion about products, events, or services (Asghar et 
al., 2014). SA also helps organizations examine users’ perceptions of 
their products, events, or services, all of which are vital information 
that can help improve their decisions. Likewise, SA assists end-users 
in decision-making to choose a product, event, or service that they are 
interested in (Zin et al., 2018).

There are currently two main groups in the SA method: the machine 
learning approach and the lexicon-based approach (Pang et al., 2002). 
The former includes Support Vector Machine (SVM), Naïve Bayes, 
Maximum Entropy, Decision Tree, Random Forest, and Linear 
Discriminant Function (LDF), while the latter includes WordNet, 
SentiWordNet, SenticNet, and Multi-Perspective Question Answering 
(MPQA) that rely on the sentiment lexicon to determine the polarity 
of textual content. Interestingly, some studies have combined the 
above two approaches to building a lexicon-based classifier, which is 
called the hybrid approach (Behera & Roy, 2016). Equally fascinating, 
some recent studies of SA (published in 2018, 2019, and 2020) have 
introduced the deep learning approach. This deep learning approach is 
adopted from the machine learning approach, with Recurrent Neural 
Network (RNN) and Long Short-Term Memory (LSTM) being the 
most popular deep learning techniques (Ligthart et al., 2021). 

In any SA-related work, several processes are involved before 
generating the final results as follows: (1) the reading of reviews from 
a database, (2) the preprocessing of reviews to highlight any irrelevant 
words, (3) the feature extraction of relevant features, (4) the feature 
selection of essential features and removal of irrelevant or redundant 
features, and (5) the classification of group features according to their 
classes (Birjali et al., 2021). As such, each process in SA plays a vital 
role in achieving accurate classifications of good sentiments.

The feature extraction process identifies the features or aspects of a 
product, event, or service that reviewers have commented on (Asghar 
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et al., 2014). In feature extraction, texts are used as input from which 
relevant features are extracted using various techniques, such as 
n-gram, part-of-speech (POS) tags, function words, and word-based 
features (Shahana & Omman, 2015). Some important features in SA 
are the presence and frequency of terms, POS tags, opinion words and 
phrases, and negations (Birjali et al., 2021).

In principle, feature selection is a process that reduces the 
dimensionality of a feature space by identifying and choosing relevant 
features and removing unnecessary, irrelevant, or redundant features. 
Ultimately, the principal objective of feature selection is to reduce the 
dimensionality of feature space and the over-fitting of the learning 
scheme of training data (Kummer & Savoy, 2012). Depending on 
their specific objectives, feature extraction and selection techniques 
can be categorized as follows: (1) techniques to overcome the 
problem of over-fitting and improve the classification performance, 
(2) techniques to reduce processing time and improve cost efficiency, 
and (3) techniques to understand the basic process of generating data 
(Yousefpour et al., 2017).

As highlighted, there are two main feature selection techniques, 
namely the lexicon-based and statistical methods. The former 
is effective for interpreting and extracting features that humans 
manually create. However, such an approach is difficult to perform 
as it takes considerable time to select such created features (Duric & 
Song, 2012). SentiWordNet8 is a popular example of this approach 
(Baccianella et al., 2014). On the other hand, the statistical method is 
based on a statistical approach, which is fully automatic and widely 
used for feature selection. Nevertheless, such an approach often fails to 
separate relevant features from redundant ones (Duric & Song, 2012). 
Essentially, the statistical approach consists of four categories: filter, 
wrapper, embedded, and hybrid (Hoque et al., 2014). No learning 
algorithms are used in the filter approach to select a feature subset. 
In contrast, learning algorithms are used in the wrapper approach to 
evaluate accuracy. Likewise, learning algorithms are employed in the 
embedded approach to select relevant features during the training 
process. Interestingly, the hybrid approach is based on the combination 
of filter and wrapper-based approaches.

The sentiment classification task aims to build a more accurate 
classification model based on training samples from reviews. However, 
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sentiment classification is fraught with problems attributed to huge 
dimensions and unwanted or redundant features. Notably, identifying 
high-quality features is a prevalent problem in sentiment classification 
based on the machine learning method. In this regard, feature selection 
is one of the critical processes to overcome this problem by selecting 
the optimal feature subset from a feature list, which is evaluated based 
on certain criteria the researcher has set. Another problem besetting 
this classification is over-fitting, which can occur when a classifier is 
over-trained. Most of the current studies used the heuristic approach 
to extract and select the features for the classification process. This 
method only selects and examines a single feature subset and ignores 
the other subsets that might give better results.

In this study, the researchers propose a feature selection method to 
extract a high-quality minimal subset of features from a real-world 
setting. The proposed method is based on a hybrid filter and a wrapper 
approach to reduce the dimensionality of a high-dimensional feature 
subset space. In particular, the wrapper approach uses a hybrid of 
heuristic and meta-heuristic strategies to generate a subset of features 
involving several steps. First, the heuristic strategy is utilized to 
determine the initial feature subsets. Then, a differential evaluation 
method, which belongs to the genetic class of meta-heuristic strategies, 
is employed to improve the initial feature subsets by applying the meta-
heuristic search. The ensuing discussions of this paper are organized 
into several sections. Section 2 discusses the related works of SA, 
while Section 3 elaborates on the proposed method. Then, Section 4 
analyzes the results of the comparative experiments and evaluations 
carried out in this study, followed by Section 5, which concludes the 
discussions of the paper.

RELATED WORKS

In SA, feature selection is crucial to reduce the complexity of the 
classification process and eliminate the issue of over-fitting (Rajpoot 
et al., 2021). In the literature, feature selection is also referred to as 
attribute selection, variable selection, or variable subset selection 
(Kaur, 2017). According to Kaur (2017), feature selection is a process 
of identifying and choosing a subset of relevant features that will later 
be used in model construction. There are three main objectives of 
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(continued)

feature selection: (1) to enhance the performance of a classifier, (2) to 
provide efficient, inexpensive predictors, and (3) to provide a better 
understanding of the essential process that generates data (Iguyon & 
Elisseeff, 2003).

Depending on the input data type, which can be either labeled or 
unlabeled, feature selection algorithms can be divided into supervised, 
unsupervised, and semi-supervised feature selections (Tang et al., 
2014). In turn, supervised feature selection can be divided into three 
methods, i.e., filter, wrapper, and embedded models. The first method 
provides a means to select an optimal subset of features by determining 
a scoring function, such as selecting and eliminating high-scoring 
and low-scoring features. For the second method, the selection of 
an optimal feature subset is performed by generating and evaluating 
different subsets in a feature subset space and extracting them using a 
classifier. For the third method, the search is performed by combining 
a model hypothesis and a feature subset space in a classifier structure. 
Table 1 illustrates the differences between these three methods.

Table 1

The Strengths, Weaknesses, and Examples of Feature Selection 
Methods (Yousefpour, Ibrahim, Nuzly, & Hamed (2014a); Naheed, 
Shaheen, Khan, Alawairdhi, & Khan (2020))

Type Strengths Weaknesses Examples of Technique

Filter 
method

U
ni

va
ria

te

-	 Quick
-	 Gradable
-	 Non-dependence 

of classifiers

-	 Relinquished 
dependence on 
features

-	 Relinquished 
interplay with 
classifiers

-	 Information Gain (IG)
-	 Chi-square (CHI)
-	 T-test

M
ul

tiv
ar

ia
te

-	 Dependence of 
features

-	 Independence of 
classifiers

-	 Better time 
complexity than 
wrapper

-	 Slower than 
univariate 
methods

-	 Less gradable 
than univariate 
methods

-	 Relinquished 
interplay with 
classifier

-	 Correlation-based 
feature selection 
(CFS)

-	 Markov blanket filter 
(MBF)

-	 Fast correlation-based 
feature selection 
(FCBF)
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Type Strengths Weaknesses Examples of Technique

Wrapper 
method

U
ni

va
ria

te

-	 Simple
-	 Dependence of 

features
-	 Interact with the 

classifier
-	 Slower than 

randomize 

-	 High risk of 
over-fitting

-	 More chance of 
entrapment with 
local optimum 
than randomize

-	 Classifier-
dependent 
selection

-	 Sequential forward 
selection (SFS)

-	 Sequential backward 
elimination (SBE)

-	 Beam search
M

ul
tiv

ar
ia

te

-	 Dependence of 
features

-	 Less entrapment 
with local 
optimum

-	 Interplay with 
classifiers

-	 Classifier-
dependent 
selection

-	 Greater risk of 
over-fitting than 
the deterministic 
method

-	 Simulated annealing
-	 Genetic algorithm

Embedded 
method

-	 Dependence of 
features

-	 Interplay with 
classifiers

-	 Better time 
complexity than 
wrapper

-	 Classifier-
dependent 
selection

-	 Decision Tree
-	 Weighted Naïve Bayes
-	 Feature selection using 

the weight vector of 
SVM

In recent years, many studies have focused on the feature selection 
method. For example, Novaković, Strbac, and Bulatović (2011) 
introduced Information Gain (IG), Gain Ratio (GR), Symmetrical 
Uncertainty (SU), Relief-F (RF), One-R (OR), and chi-square 
statistic (CHI) as feature selection methods. Likewise, a study by 
Tang et al. (2014) involved IG, Mutual Information (MI), CHI, GR, 
and Document Frequency (DF). Later, Yousefpour et al. (2014a) 
introduced a feature selection method using standard deviation and 
compared its results with those of IG and CHI. The results showed 
that the former was more accurate than the latter. In other related 
works, Minimum Redundancy Maximum Relevance (mRMR) was 
used as a feature selection method that achieved better performance 
than IG (Agarwal & Mittal, 2016). Meanwhile, Manek et al. (2016) 
and Kaur (2017) used Gini index as a feature selection technique, 
which led to better results. Meanwhile, some recent studies have 
applied deep learning methods to perform feature selection, such 
as using Query Expansion Ranking (QER) (Parlar et al., 2018) and 
Modified Categorical Proportional Difference (MCPD) (Chang et 
al., 2020). Better classification performance is observed when deep 
learning is applied.
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As highlighted, over-fitting is one of the major problems affecting 
SA. In recent years, several studies have been conducted that used the 
k-fold cross-validation technique to solve over-fitting (Wijesinghe, 
2017; Diwakar, 2019). Similarly, Manalu (2020) attempted to solve 
such a problem using an early stopping function. In view of these 
recent works, a new method was proposed using a combination of 
both techniques, namely k-fold cross-validation and early stop, 
together with the ensemble classifier method. An ensemble classifier 
method is an approach that applies several single classifiers where the 
classification will be identified for classifying new unseen features 
(Sainin et al., 2021). The proposed method was tested through several 
experiments that produced some promising results. 

THE PROPOSED META-HEURISTIC METHOD 
FOR FEATURE SELECTION

This section describes the proposed method used in this study that 
involved machine learning algorithms to divide reviews into positive 
or negative classes. This study was performed through seven main 
phases, as shown in Figure 1: feature representation, feature ranking, 
initial population and fitness evaluation, crossover, mutation, 
evaluation and selection, and classification.
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Figure 1

The Proposed Meta-Heuristic Method for Feature Selection
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Dataset

This study used five document-level datasets consisting of movie, 
book, electronics, kitchen, and music reviews, which have been 
widely used in many SA studies. Specifically, these datasets were 
applied to evaluate the performance of the proposed method. All the 
datasets were annotated at the document level, and only two polarity 
classes were considered in this study, namely positive and negative 
classes. Table 2 highlights the statistical descriptions of the datasets, 
the details of which are described as follows: 

•	 The datasets used by Pang and Lee (2004) are a set of 
movie review documents in terms of their overall sentiment 
polarity. It is freely available at 

	 http://www.cs.cornell.edu/people/pabo/movie-review-data/ 
•	 The datasets used by Blitzer, Dredze, and Pereira (2007) 

contain Amazon product reviews covering different 
product types belonging to 25 different domains, such as 
book reviews, electronics reviews, and music reviews. 
This dataset can be accessed at http://www.cs.jhu.edu/       
    mdredze/datasets/sentiment/ 

Table 2

The Statistical Description of Datasets

Dataset # positive 
sample

# negative 
sample

# features 
in positive 

sample

# features 
in negative 

sample

# total 
features

Movie 1,000 1,000 35,492 33,184 48,690
Book 1,000 1,000 15,995 15,607 23,934
Electronics 1,000 1,000   8,063   7,864 11,594
Kitchen 1,000 1,000   7,150   6,863 10,249
Music 1,000 1,000 13,101 12,224 19,404

Feature Representation

This first phase comprised the preprocessing step and the feature 
representation process that used unigram-based features as the feature 
representation. In this phase, the detection of features from the raw 
documents involved three stages: (1) the tokenization stage to scan 
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This first phase comprised the preprocessing step and the feature representation process that used 
unigram-based features as the feature representation. In this phase, the detection of features from the 
raw documents involved three stages: (1) the tokenization stage to scan texts and identify words, (2) the 
stop-word removal stage to delete noises and meaningless words, and (3) the stemming stage to reduce 
inflected or derived words. 

Feature Ranking 
 
In this phase, the extracted features were evaluated using various ranking methods, such as DF, IG, 
CHI, standard deviation (STD), and weighted-log likelihood ratio (WLLR). The following formula 
represents each set of features extracted in the first phase: F = {f1, f2, ..., fN}, where N is the total number 
of features and fi signifies a feature. Each feature could be ranked by several feature ranking methods, 
namely M1, M2,…, ML. The features were first weighted by a feature ranking method (DF, IG, STD, and 
WLLR) and then sorted in descending order according to their weights to create a feature vector (FV). 
A feature vector FVj = [fi1

j, fi2
j, ..., fiN

j] created by the jth feature ranking method was considered as a 
permutation of F. Here, fi1

j could be represented as xi, such that FV = [x1, x2, …, xN], where x1 had the 
highest rank (or weight) and x2 had the second-highest rank among the feature vectors, as shown in 
Equation 1. 
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	 Rank (fi
s) = ål

L
=1 Wls * Index(ft

l)				     (2)
	 Where index x is the place of fi in FV ranked by ranking method L

The evaluation was carried out on each solution for the population 
matrix to achieve the highest accuracy and determine the corresponding 
feature subset for each solution. Essentially, this phase consisted 
of four stages. In the first stage, each solution for the population 
subset was generated according to Equation 3. In the second stage, 
the sample reviews were split into the 5-fold cross-validation with a 
random start to avoid over-fitting problems. Several training sets were 
generated from all permutations for the four folds, with the remaining 
fold considered the test set. Overall, five training sets were generated 
in this second stage.
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(3)

(4)

(5)
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–
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Crossover

In this phase, the crossover operation between the best solution (based 
on the accuracy obtained in the previous phase) and each solution for 
the population was performed involving Algorithm 2. Specifically, the 
one-point crossover was used when a point was less than the minimum 
value of the two solutions. A sibling solution was generated by adding 
the first part of the best solution to the first part of the population 
solution. Then, the second part of the best solution was added to the 
second part of the population solution. Repeated features in the sibling 
solution were removed, starting with the first feature. Figure 2 depicts 
the operations of the crossover performed in this study.

Figure 2

The Crossover Operation

Mutation

The execution of this phase was based on the PMutation probability for 
each sibling generated in the previous phase. In this phase, a ratio 
of features defined by RMutation was randomly selected before the 
crossover points and moved to random locations after the crossover 
point. Figure 3 shows the mutation process performed in this phase.
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Figure 3

The Mutation Operation

Evaluation and Selection

In this phase, the fitness of a new sibling was evaluated. Based on the 
evaluation results, the new sibling would be included in the population 
if its accuracy was higher than that of one of its parent solutions.

Classification Result

This final phase revealed the experimental results by highlighting the 
best solution after repeating the fourth to seventh steps based on the 
IterationMax times.

Algorithm 1: Generate Solution FV
Input: 
F: extracted features vector
w: ranking methods weights

Output: 
Feature Vector (FV)

Rank the FV as follows:
For i = 1: number of ranking methods
Apply ith feature ranking method on training set

Create ith feature vector and sort it in descending order
End i

Rank features in F by weight w using Equation 2
Report FV
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Algorithm 2: The Cross-Validation Algorithm for Evaluating each 
Solution Feature Vector
Input: 
TDM based on TF-IDF weighting for solution feature 
vector s with dimension N

Output: 
Most relevant of features subsets generated by Equation 3
Average and standard deviation of performance measured for 
most relevant features subset

For pass = 1: num_of_Repetitions
Initialize first-fold on samples with a random start 

For fold = 1: num_K-fold
Set current fold as test set and the remaining fold 
astraining sets  
Generate feature subsets incrementally based on 
Equation 3
For wrap = 1: num_FeatureSubsets

For classifier = 1: num_Classifiers
Train classifier for current feature subsets      

                                for TDM
End classifier
Evaluate current feature subsets for TDM 
based on Equation 5
If over-fitting condition occurs

Exit Loop
End

End wrap
Save feature subset with highest accuracy 
Adjust next fold

End fold
End pass

Report most relevant feature subsets with average and standard 
deviation of performance measures 
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Algorithm 3: 
The Hybrid DE and Ordinal-based Algorithm for Feature 
Subset Selection
Input: 
Document-level review documents
numMaxIterations: Number of maximum iterations
NP: Number of initial population 
PMutation: Mutation probability 
RMutation: Mutation percentage 

Output:
Subset of most relevant features 
Average and standard deviation of performance measured for 
most relevant of features subset
Represent features as unigram-based 
Create TDM for extracted features and weight based on TF-IDF
Create random ranking methods matrix W with dimension L x NP

For i = 1: NP
	 Create initial population matrix individual i with Wi using 

Algorithm 1
Evaluate individual i using Algorithm 2
Save individual i evaluation

End i

For t = 1: numMaxIterations
Find best individual Sbest

For i = 1: NP
Generate Ss by crossover Sbest and Si

If rand < PMutation 
Apply mutation for Ss with percentage RMutation

End
Evaluate Ss performance using Algorithm 2
If Ss performance > Si performance

Replace Si with Ss in solutions matrix
End

End i
End numMaxIterations

Report most relevant feature subsets with average and standard 
deviation of performance measures
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RESULTS AND DISCUSSION

As highlighted, five review datasets (Pang & Lee, 2004; Blitzer et 
al., 2007) were used to examine the performance of the proposed 
technique. In particular, the 5-fold cross-validation was carried out to 
test its performance based on the above datasets by repeating a random 
starting point five times. In addition, three folds were used for training 
the classifier, one fold for hyperparameter optimization, and the last 
fold for testing. Table 3 shows the results of the analysis performed 
on the proposed method by highlighting the highest accuracy for each 
separate classifier based on the number of features used. Furthermore, 
the early stop point was added to each classifier, and the classifier was 
made to stop running when it met the stopping criteria to overcome 
over-fitting. As shown, the final training results using Equation 5 for 
all classifiers of each dataset were summarized in the last row. 

Table 3

The Classification Accuracy, Number of Features, and Early Stop 
Length of Feature Subset of Unigram-based Features using Algorithm 
3 method in 5     FCV

Dataset Classifier Accuracy # of Features Early Stop # of 
Features

Movie

SVM 92.43 ± 0.74 10,236 ± 501 11,431 ± 124
NB 91.27 ± 0.78 11,987 ± 731 12,506 ± 314
ME 90.65 ± 0.93 4,342 ± 361 4,849 ± 123
LDF 89.53 ± 0.72 5,887 ± 541 6,575 ± 184

Ensemble 92.92 ± 0.34 4,236 ± 501 5,146 ± 112

Book

SVM 90.36 ± 0.89 6,821 ± 365 7,123 ± 431
NB 89.21 ± 0.12 7,491 ± 136 7,791 ± 553
ME 88.58 ± 0.82 2,892 ± 281 3,443 ± 531
LDF 87.62 ± 0.91 3,913 ± 419 4,125 ± 846

Ensemble 91.68 ± 0.97 2,712 ± 124 3,124 ± 215

Electronic

SVM 88.46 ± 0.92 5,123 ± 241 5,432 ± 211
NB 89.58 ± 1.22 5,631 ± 859 5,814 ± 113
ME 87.97 ± 0.31 2,281 ± 152 2,441 ± 231
LDF 86.83 ± 0.73 2,981 ± 712 3,591 ± 291

Ensemble 90.66 ± 0.72 2,631 ± 859 2,814 ± 113
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ME 90.65 ± 0.93 4,342 ± 361 4,849 ± 123 
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Book 

SVM 90.36 ± 0.89 6,821 ± 365 7,123 ± 431 
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ME 88.58 ± 0.82 2,892 ± 281 3,443 ± 531 
LDF 87.62 ± 0.91 3,913 ± 419 4,125 ± 846 

(continued)



588        

Journal of ICT, 21, No. 4 (October) 2022, pp: 571–593

Dataset Classifier Accuracy # of Features Early Stop # of 
Features

Kitchen

SVM 91.21 ± 0.33 3,124 ± 295 4,012 ± 192
NB 90.57 ± 0.89 4,215 ± 381 4,627 ± 261
ME 90.03 ± 0.28 3,346 ± 381 4,182 ± 369
LDF 91.24 ± 1.14 2,247 ± 113 2,413 ± 542

Ensemble 91.63 ± 0.54 2,173 ± 237 2,651 ± 327

Music

SVM 89.12 ± 0.76 4,651 ± 274 5,128 ± 234
NB 89.73 ± 1.21 6,176 ± 819 6,266 ± 261
ME 88.01 ± 0.44 4,414 ± 491 5,261 ± 262
LDF 90.87 ± 0.97 3,432 ± 143 4,152 ± 142

Ensemble 91.07 ± 0.81 3,213 ± 271 3,921 ± 229

Table 4 demonstrates the comparison of the classification accuracy of 
the proposed method and that of a baseline work. The classification 
accuracy was evaluated based on the voting results for the test features 
of all classifiers using Equation 5 and Algorithm 3. The results were 
compared with the word-relation unigram features proposed by Xia et 
al. (2011) as the first baseline work, and ordinal-based feature vector 
(OIFV) and frequency-based feature vector (FIFV) feature integration 
proposed by Yousefpour et al. (2017) as the second baseline work. 

Table 4

The Comparison of Results between the Proposed Method and 
Baseline Works

Dataset Baseline 1: 
WR- based 

unigram feature 
(unigram)

Baseline 2: 
Integration-based 

feature

Proposed method: 
Meta-heuristic 

algorithm
OIFV FIFV 5*5 FCV Ensemble 

classifier
Movie 84.75 90.70 90.76 92.43 92.92
Book 74.70 84.72 85.13 90.36 91.68
Electronics 80.05 85.73 85.97 88.46 90.66
Kitchen 83.25 85.95 86.83 91.21 91.63
Music 77.20 84.57 85.64 89.12 91.07

Interestingly, the test revealed several results that may have to be given 
some careful consideration. First, the effectiveness of the proposed 
method was found to be highly promising. This study examined the 
effectiveness of ensemble classification in terms of accuracy and 
the number of features. As shown in Table 3, the effectiveness of 
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the ensemble classification, as demonstrated in all experiments, far 
exceeded that of the method based on a single classifier. It is clear that, 
in addition to the classification score, the application of voting for each 
classifier based on the document classification yielded a higher score 
that provided greater confidence for the document polarity based on 
the classification result.

Second, the results could provide greater insight into how over-fitting 
could be avoided by the number of early stops needed to reduce 
classification time. As revealed, the classification time increased 
as the number of classification features increased, and any effort 
to stop the classification early resulted in a significant reduction in 
the classification time. Table 3 demonstrated the average number 
of features where Algorithm 3 met the early stop criteria to avoid  
over-fitting. The results showed that Algorithm 3 stopped executing 
when the average number of features equaled 1 percent of the 
maximum number of features, which reduced the execution time of 
Algorithm 3 due to the early stop.

Finally, the test results helped determine whether the proposed methods 
could outperform existing feature selection methods in classifying 
sentiment. The findings were achieved by comparing the current test 
results of the proposed method with those of the baseline works of 
Xia et al. (2011) and Yousefpour et al. (2017). As indicated in Table 
4, the accuracy of the former was relatively higher than those of the 
latter, signifying that the proposed method significantly outperformed 
the methods used in previous works. Therefore, it is proven that the 
combination of the filter and wrapper approaches is able to reduce the 
dimensionality of feature subsets (as shown in Table 3), as well as 
increase the classification results (as demonstrated in Table 4).

CONCLUSION AND FUTURE RESEARCH

Extracting important, relevant features is the most exciting yet 
challenging task in the sentiment analysis of online reviews. 
Such a task is crucial to attaining better classification results. This 
study proposed a hybrid of the filter and wrapper methods with a  
meta-heuristic algorithm to determine a minimal high-quality subset 
of features extracted from a real domain. As demonstrated, the early 
stopping method helped eliminate over-fitting, which has been 
plaguing the classification process all these years. Furthermore, the 
ranking methods helped filter the essential features and reduce the 



590        

Journal of ICT, 21, No. 4 (October) 2022, pp: 571–593

dimensionality of feature space. Therefore, the proposed method 
could help increase the performance of SA work on online reviews 
and reduce the dimensionality of features. 

Arguably, more studies are needed to test the proposed method with 
other large datasets, such as huge movie review datasets consisting 
of 50,000 review documents. Moreover, feature selection can also be 
extended to other n-gram features, such as bi-grams or tri-grams. It 
would also be interesting to combine such features with their semantic 
meanings by applying the semantic parser in future research. Overall, 
the meta-heuristic algorithm combined with the early stopping method 
can yield a higher classification performance of the extraction process 
of online documents or content.
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