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ABSTRACT

Distributed Denial of Service (DDoS) attacks have become one of the 
persistent forms of attacks on information technology infrastructure 
connected to public networks due to the ease of access to DDoS attack 
tools. Researchers have been able to develop several techniques to 
curb volumetric DDoS, which overwhelm the target with a large 
number of request packets. However, a limited number of research 
has been executed on mitigating slow DDoS. Attackers have resorted 
to slow DDoS because it mimics the behaviour of a slow legitimate 
client, thereby causing service unavailability. This paper provides the 
scholarly community with an approach to boost service availability 
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in web servers under slow hypertext transfer protocol (HTTP) DDoS 
attacks through attack detection. Genetic Algorithm and Support 
Vector Machine (SVM) were selected to facilitate attack mitigation in a 
software-defined networking environment simulated in GNS3. Genetic 
Algorithm was used to select the NetFlow features, which indicated the 
presence of an attack and also determined the appropriate regularisation 
parameter, C, and gamma parameter for the SVM classifier. The results 
obtained showed that the classifier had detection accuracy, area under 
the receiver operating curve, true-positive rate, false-positive rate, and 
false-negative rate of 99.89 percent, 99.89 percent, 99.95 percent, 0.18 
percent, and 0.05 percent respectively. Furthermore, the algorithm for 
subsequent implementations of the selective adaptive bubble burst 
mitigation mechanism was presented. This study contributes towards 
the ongoing research in detecting and mitigating slow HTTP DDoS 
attacks with emphasis on the use of machine learning classification and 
meta-heuristic algorithms.

Keywords: Genetic Algorithm, Slow DDoS mitigation, Slow Distributed 
Denial of Service, Software Defined Network, Support Vector Machine.

INTRODUCTION

Distributed Denial of Service (DDoS) attacks are assaults against 
information technology infrastructure using Internet-enabled and 
connected devices to synchronously send requests to the victim at a 
rate that overwhelms the processing capacity and response rate of the 
victim (Dabbagh et al., 2015). Exhaustion of the victim’s resources is 
the aim of the attack such that the resources that would have been used to 
serve requests from legitimate clients would be occupied by the attack 
requests, thus denying the legitimate clients access to the resource 
(Swami et al., 2019a). This results in the availability of the service, 
an aspect of network security among the confidentiality, integrity, and 
availability triad, being tampered with (Swami et al., 2019b). A large 
portion of DDoS attacks reported are volumetric DDoS attacks that 
send large numbers of requests at a rate faster than the victim can 
process. However, several techniques to detect and curb volumetric 
attacks have been developed, one of which includes routing the traffic 
through the Cloudflare network that detects and defends the target 
from the attack (Ezekiel et al., 2017). Due to the ease with which 



    279      

Journal of ICT, 20, No. 3 (July) 2021, pp: 277–304

volumetric DDoS attacks easily trigger control measures, attackers 
have resorted to using a form of DDoS that occupies resources using 
traffic that resembles the way a legitimate client would request for 
resources (Cambiaso et al., 2017; Jaafar et al., 2019; Muraleedharan 
& Janet, 2018). This form of DDoS is known as slow DDoS.

The study by Cambiaso et al. (2013) found that slow DDoS or low-rate 
attacks are hard to detect, which exploit the operation of the application 
layer. It exploits application layer protocols such as Hypertext 
Transfer Protocol (HTTP), simple mail transfer protocol, file transfer 
protocol, and Internet message access protocol by behaving either 
as a legitimate client sending traffic over a slow connection or one 
with low response processing capacity (Dhanapal & Nithyanandam, 
2019; Suroto, 2017; Swami et al., 2019a). Slow DDoS causes service 
unavailability by occupying all or most connections to the victim 
and sustaining the connection for a long time by sending data to the 
victim over the connections. The data used to sustain the connection 
is usually large enough to prevent the closure of the connection by 
the victim but small enough to cause the elongation of the time to 
complete sending the request or receiving the response (Cambiaso 
et al., 2013). Unlike volumetric DDoS that saturates the bandwidth 
of the victim’s network link, slow DDoS has low bandwidth usage 
of the victim’s network link, thus requiring lesser attack resources 
(Cambiaso et al., 2013; Shtern et al., 2014; Suroto, 2017). With a large 
number of web services on the Internet, attackers use a variation of 
slow DDoS, known as slow HTTP DDoS, to target web servers.

Slow HTTP DDoS attack is a type of slow DDoS targeted at web 
servers by exploiting HTTP protocol’s mode of operation. This attack 
is launched after a Transmission Control Protocol (TCP) connection 
has been established with the victim web server (Idhammad et al., 
2018; Tayama & Tanaka, 2018). There are three variations of slow 
HTTP DDoS: slow HTTP header, slow HTTP POST, and slow read 
DDoS attack. Slow HTTP header DDoS attacks, also known as slow 
GET attacks, send HTTP GET messages to the web server without 
transmitting two carriage return and line feed characters that signifies 
the end of the GET request. Therefore, the request from the client is 
not concluded, which makes the web server wait indefinitely for the 
completion of the request before processing of the header can begin 
(Idhammad et al., 2018; Muraleedharan & Janet, 2018; Suroto, 2017). 
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Slow HTTP POST DDoS attacks use the Content-Length field in the 
header to inform the web server of a large data transfer. However, 
instead of sending the data at once, the attack focuses on sending the 
data in small chunks, thus prolonging the connection to the web server 
(Idhammad et al., 2018; Swami et al., 2019b). Unlike slow HTTP 
header and POST DDoS attacks that are based on data transmission 
from the attacker to the web server, slow read attacks are based on 
data transmission from the web server to the attacker. The slow read 
DDoS attacker requests for a resource on the server that has large 
data to be transmitted but adjusts the TCP window of the attack 
machine to force the web server to send the data in small bytes, thus 
prolonging the connection time. Slow HTTP DDoS entails making 
multiple connections to the web server at a time or at intervals so as 
to seize available connections on the web server. To protect the web 
server from any form of DDoS attack, effective detection techniques 
are employed including the use of machine learning algorithms.

The field of machine learning, a sub-field of artificial intelligence, 
focuses on developing machines that can learn from previous 
experiences based on the data provided to make decisions in the 
future (Latah & Toker, 2019). Machine learning is classified into four 
groups based on the common learning method between the learning 
algorithms, namely supervised, unsupervised, reinforcement, and 
semi-supervised learning (Agarwal, 2014). Supervised learning uses 
predefined knowledge to determine the class, for example, of a new 
dataset. Unlike supervised learning, unsupervised learning relies on 
the relationships established among the dataset provided to make 
decisions on an unseen dataset (Agarwal, 2014). Supervised machine 
learning algorithms, such as Decision Tree, Artificial Neural Network, 
and SVM, have been used in classifying traffic into normal and attack 
categories with high accuracy, but results in increased computational 
cost. To improve the performance of a machine learning algorithm, 
meta-heuristic algorithms such as Particle Swarm Optimisation 
(PSO), Ant Colony Optimisation, and Genetic Algorithm are applied 
for feature selection from the dataset or tuning of the machine learning 
algorithm’s parameter. Detecting the attack is not sufficient to protect 
the attack victim unless measures to mitigate the attack are triggered.

Mitigation of the slow HTTP DDoS attack refers to the use of methods 
that prevent service degradation or resource exhaustion on the web 
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server when an attack is detected by halting or diminishing the rate of 
attack (Jaafar et al., 2019; Yeasir et al., 2015). Previous volumetric and 
slow DDoS attack mitigation techniques include redirecting the traffic 
to a verifying device as identified in the work by Beigi-Mohammadi 
et al. (2017), Lukaseder et al. (2018), and Schehlmann and Baier 
(2013); limiting the rate of attack, which was used by Bhunia and 
Gurusamy (2017) and Yuan et al. (2017); dropping the attack traffic 
selectively as explored by Fonseca and Nigam (2016); or spreading 
the traffic to replicas of the attack victim (Ameyed et al., 2015; Sattar 
et al., 2016). In view of these mitigation strategies, a global view of 
the network status and traffic that traverse the network is needed for 
effective detection and mitigation of slow HTTP DDoS (Lukaseder et 
al., 2018).

Software-Defined Networking (SDN) solves the absence of a unified 
network view, management, and flexible device configuration by 
fusing logically centralised network management with network 
programmability through the separation of the data plane from the 
control plane (Benzekki et al., 2016; Polat & Polat, 2021). SDN is 
comprised of a network controller and switches. The controller, 
operating at the control plane, governs the manner of data forwarding, 
whereas the switch, operating at the data plane, receives and forwards 
data based on rules defined by the controller (Dabbagh et al., 2015). 
Collection of traffic data is performed by the controller through 
the OpenFlow protocol. However, traffic data generation is not 
lightweight in OpenFlow when compared to NetFlow because the 
controller needs to request for the data at intervals from the switch. 
In NetFlow, the traffic data are exported without the request-response 
overhead (Hamad et al., 2016; Schehlmann & Baier, 2013). NetFlow 
is a technology of Cisco Systems that monitors network traffic and 
exports the network flows. Network flow refers to the unidirectional 
network packet stream between source and destination applications 
according to Schehlmann and Baier (2013), which offers efficient 
storage of network packets by grouping them into flow summaries 
(Kemp et al., 2018). Using NetFlow for traffic collection in SDN 
also reduces packet processing overhead as compared to Full Packet 
Captures (FPC) (Kemp et al., 2018).

In this work, a dataset of attacks and legitimate traffic from NetFlow 
version 5 is generated to record exports in a simulated SDN network 
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in GNS3. Genetic Algorithm is then used to select the appropriate 
features that determine the status of the traffic being examined through 
the selection of regularisation and gamma parameters for the SVM 
classifier. The SVM classifier is executed on the final dataset using 
the selected regularisation and gamma parameters to generate a model 
for real-time detection of attacks. Furthermore, the selective adaptive 
bubble burst mitigation mechanism is proposed. This paper offers a 
six-fold contribution. First, the various slow DDoS attack detection 
techniques are organised into categories. Second, the various methods 
of mitigating DDoS attacks in SDN are identified. Presentation of 
the NetFlow features that determine the presence of attack traffic as 
selected by the Genetic Algorithm constitutes the third contribution. 
For the fourth contribution, the regularisation and gamma parameters 
of the radial basis function kernel-based SVM classifier are identified. 
Finally, this paper proposes the algorithm of a DDoS mitigation 
technique known as selective adaptive bubble burst and presents the 
results of the slow DDoS detection phase. This paper is structured 
as follows: related work on SDN-based slow DDoS attack detection 
and SDN with non-SDN based slow HTTP DDoS attack mitigation 
techniques; a methodology that presents the SVM and Genetic 
Algorithm used to select features and detect the slow HTTP DDoS 
attacks; presentation of the results obtained in the feature selection, 
SVM parameter tuning, and slow HTTP DDoS attack detection; and 
finally, areas of further studies are identified and the conclusion is 
presented.

RELATED WORK

SDN-Based Slow DDoS Attack Detection Techniques

Detection of slow DDoS attacks has proven to be difficult as compared 
to volumetric DDoS because its traffic is similar to the traffic of a 
slow legitimate client or a client accessing the resource through a low 
bandwidth network. Researchers have worked at solving this problem 
using various methods that can be categorised into machine learning, 
performance model, probability with distance metric, and time series. 
Detection of slow attacks using machine learning utilises previous 
data regarding normal and attack traffic to determine the category 
of future traffic to be analysed. Similarly, a performance model 
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detection technique establishes a model of resource utilisation on a 
web server when it is not under attack and classifies any deviation 
from the established model as an attack scenario. The function of 
time progression with probability measurements is used in time 
series detection technique to identify an attack scenario. Moreover, 
the probability with distance metric detection technique harnesses the 
closeness of the current traffic to previously known attack traffic.

1)	 Machine Learning Detection Techniques

Supervised and unsupervised machine learning techniques are 
used in detecting slow DDoS attacks. The prominent category used 
among the machine learning categories is the supervised learning 
technique. Machine learning algorithms from supervised and 
unsupervised learning techniques were used in the study by Calvert 
and Khoshgoftaar (2019) to detect Denial of Service (DoS) attacks 
of slow POST and header (slowloris). 5-NN, JRIP, Random Forest, 
Multilayer Perceptron (MLP), Naïve Bayes, SVM, logistic regression, 
and C4.5 Decision Tree were the learning algorithms employed in 
the work. A high area under the receiver operating curve (AUC) was 
recorded that was partly attributed to the use of NetFlow for traffic 
collection. In the normal to attack traffic class ratio distribution of 
50:50, Random Forest achieved the highest AUC of 0.99905 among 
other class distributions and learning algorithms. Although the work 
achieved a good detection rate, DoS attack was the basis of the work, 
which entailed that the attack originated from a machine, thus making 
attack detections easier considering the lack of variation in attack 
behaviour. Furthermore, the slow attacks examined, i.e. slow POST 
and slowloris, were similar in mode of execution. However, their 
work strengthened the finding of other researchers regarding Random 
Forest as a good machine learning algorithm for detecting slow and 
volumetric DDoS.

Perez-Diaz et al. (2020) examined the use of SDN to mitigate low-
rate DDoS while performing attack detection using machine learning 
classifiers. In their work, the Open Networking Operating System 
(ONOS) controller operating in a Mininet virtual machine hosted 
the Intrusion Prevention System (IPS), while an external Intrusion 
Detection System (IDS) was used. Communication between ONOS 
and IDS was through an identification application programming 
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interface. J48, Random Tree, REP Tree, Random Forest, MLP, and 
SVM were the machine learning classifiers used and accuracy values 
of 90.68 percent, 91.76 percent, 90.37 percent, 94.41 percent, 95.01 
percent, and 93.10 percent, respectively were achieved. Here, MLP 
achieved better accuracy as compared to Random Forest; however, 
the result showed the significance of Random Forest in detecting low-
rate DDoS. Although the accuracy of SVM was on the average as 
compared to the other classifiers, it indicated the prospects of being 
viable in detecting low-rate DDoS attacks. 

Detection of slow HTTP attacks using K-Nearest Neighbour (K-
NN), SVM, logistic regression, Random Forest, Decision Tree, and 
deep neural network was examined by Siracusano et al. (2018). High 
detection accuracy of 99.87 percent and 99.81 percent were achieved 
by Decision Tree and K-NN, respectively. This signified that K-NN, 
an unsupervised learning algorithm, can be used in detecting slow 
attacks effectively. However, in comparison to Decision Tree, the 
detection time of K-NN was poor with only 61.21 seconds of attack 
detection time. Slow read attack detection was evaluated by Kemp 
et al. (2018) using Random Forest, 5-NN, MLP, SVM, JRip, Naïve 
Bayes, C4.5D, and C4.5N. In their work, Random Forest, C4.5N, 
5-NN, and C4.5D achieved high AUC values of 96.76 percent, 96.72 
percent, 96.69 percent, and 96.62 percent, respectively. Here, Random 
Forest proved to be good in detecting slow read attacks.

Zolotukhin et al. (2016) examined the detection of slowloris and slow 
POST attacks in encrypted traffic. Single linkage clustering, k-means 
clustering, fuzzy c-means, self-organising maps, and DBSCAN were 
the machine learning techniques used for detection. A high detection 
rate of 99.9957 percent with a false-positive rate of 0.0043 percent 
for slowloris attacks was recorded in k-means, self-organising maps, 
and fuzzy c-means. For slow POST attacks, k-means, self-organising 
maps, and fuzzy c-means achieved a high detection rate of 99.9931 
percent with a false-positive rate of 0.0043 percent. Slow POST 
(RUDY) attacks were also examined via the SANTA dataset by 
Najafabadi et al. (2016) using 5-NN, C4.5N, and C4.5D to develop 
predictive models. The results obtained for the AUC metric showed 
that 5-NN, C4.5N, and C4.5D achieved 99.99 percent, 99.83 percent, 
and 99.96 percent, respectively. In terms of false-positive rate, 5-NN, 
C4.5N, and C4.5D achieved 0.0316 percent, 0.0282 percent, and 
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0.0307 percent, respectively. These results were achieved due to the 
feature selection process that was applied to the dataset to identify 
features of importance of which seven features were selected. It 
was observed that an increase in the number of features resulted in 
an increase in AUC and false positive values. Since false positive 
increased, it indicated that that more legitimate traffic was flagged as 
malicious.

TCP logs of slow read attacks were used by Shafieian et al. (2015) to 
detect slow read attacks that occur in the cloud environment using the 
Random Forest classifier. It was observed that although an increase 
in the number of trees caused an increase in accuracy, computational 
complexity increased too. Pre-pruning of trees resulted in an increase 
in false negative value to 50.10 percent as compared to when pre-
pruning was not used, which had a value of 1.90 percent. An accuracy 
of 99.37 percent was recorded when pre-pruning was not used as 
compared to 83.34 percent obtained when pre-pruning was used. 
Radial basis function network, logistic regression, MLP, Naïve Bayes, 
and Naïve Bayes Multinomial were used by Singh and De (2015) to 
detect slow HTTP attacks using features including HTTP count and 
delta time. Naïve Bayes Multinomial obtained the best results with 
an accuracy of 93.67 percent, false positive of 3.10 percent, and true 
positive of 91.49 percent as compared to other machine learning 
techniques evaluated in the work.

As observed, detecting slow attacks, either DDoS or DoS, depends 
on how well the machine learning algorithm’s parameters are well-
tuned to perform the detection task. Using a value of 5 in K-NN yields 
better results as compared to other values of K. Furthermore, feature 
selection influences the detection rate as identified in Najafabadi et 
al. (2016). 

2)	 Performance Model Detection Techniques

Analysis of the window size and packet inter-arrival times was used to 
detect slow HTTP DDoS attacks (Muraleedharan & Janet, 2018). The 
average window size in client to server communication for normal 
traffic, slowloris, RUDY, and slow read attack as observed were 
34,041, 14,123, 14,034, and 7,241, respectively while in server to 
client communication, the values recorded were 27,022, 6,854, 6,856, 
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and 0, respectively. The similarity in attack mode between slowloris 
and RUDY was evident in the closeness of average window size value.

Idhammad et al. (2018) proposed the monitoring of average network 
delay using five ping requests, frequent advertisement of TCP window 
size of zero, and POST or GET requests sent to the server when 80 
percent of the timeout had elapsed. In their work, slow read attacks 
were spotted when 1,000 connection requests were reached and slow 
body attacks were detected when connection requests reached 1,700. 
Establishing a connection threshold by monitoring the number of 
open connections on the web server against a predefined threshold 
of concurrent connections in processing was performed in Hong et 
al. (2018) to determine slow HTTP attacks. A slow HTTP attack was 
detected when incomplete HTTP requests exceeded the connection 
threshold.

Monitoring of the TABLE FULL message generated by an SDN 
switch when the Ternary Content Addressable Memory (TCAM), the 
flow rule storage location, was full was used to detect slow TCAM 
attacks in Dantas et al. (2017). Once a TCAM attack was detected, the 
mitigation mechanism that purged flow rules based on a predefined 
algorithm became active.

Measurement of the stress on the web server was employed by Yeasir et 
al. (2015) to detect slow HTTP attacks. Once the attack was detected, 
a reverse proxy mechanism would handle all subsequent incoming 
traffic for the primary web server. Shtern et al. (2014) proposed a 
performance model based on central processing unit (CPU) utilisation 
and time, workload, throughput, waiting time, and disk utilisation of 
the web server to signify the presence of attack traffic. However, the 
period to establish the baseline became a problem because it might 
be established when an attack was in progress or when all traffic used 
cases that could not be captured.

3)	 Probability with Distance Metric Detection Technique

Analysis of log files to establish similarity using Euclidean distance 
similarity metric was employed by Cusack and Tian (2016). Hellinger 
distance, a distance similarity metric, was used in Tripathi et al. (2016) 
to measure the distance between the probability distributions of the 
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attack and normal traffic generated. Detection evasion was expected 
if an attacker could create packets whose probability distribution was 
similar to that of the normal traffic used as a standard.

Tripathi and Hubballi (2018) used Chi-square statistics to detect slow 
rate DoS attacks. An appropriate selection of threshold and interval 
time was proved to be difficult. Reduction in interval time reduced 
recall rate and improved false-positive rate. Nevertheless, there was 
an increase in the interval time that improved recall rate and caused 
a high false-positive rate. The dilemma of using probability-based 
detection was evident in their work due to the lack of concrete 
distinguishing factor between slow attacks and normal traffic as 
compared to volumetric attacks.

4)	 Time Series Detection Technique

Jazi et al. (2017) applied nonparametric cumulative sum (CUSUM) 
algorithm to detect slow header, POST, and read DoS attacks. 13 
sampling techniques that detected changes in the distribution of 
observed values were used. It was noted that as the threshold number 
increased, the detection rate reduced. A detection rate of 100 percent 
was recorded when the threshold value reached 2,500. When the rate 
of sampling exceeded 20 percent, selective flow sampling achieved 
the highest detection rate.

Brynielsson and Sharma (2015) proposed detecting low-rate attacks 
on Apache 2.2 servers using spectral analysis. Spectral analysis was 
aimed at the distribution of power over the frequency of a time series. 
Discrete Fourier transform was used in their work to transform the 
signal to the frequency domain. Attack detection was easier when it 
started than if it were ongoing. Using spectral analysis for detection 
was possible when the attacker sent a large number of connection 
requests when the attack began or when the fixed waiting time was 
applied.

False positive and negative rates of 4.3 percent and 9.8 percent, 
respectively, with detection latency of 32 seconds were recorded by 
Liu and Kim (2010). Decomposition of time series that separated 
the time series into trend and random components was used in the 
detection of stealthy DDoS on which the double autocorrelation 
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technique and CUSUM technique were applied. In comparison to 
machine-learning detection techniques, time series methods had low 
detection results. Nevertheless, it proved to be better than probability 
with distance-based similarity metric detection method.

SDN-Based Attack Mitigation Techniques

Mitigating slow read DDoS attacks to ensure high availability of the 
web server’s resources was explored by Ameyed et al. (2015). In 
their approach, a failure isolation zone that ensured high availability 
and redundancy in the cloud was implemented by distributing traffic 
between web servers in two zones. Once the maximum number of 
connections was reached on the first zone, new connections were 
redirected to the second zone and slow connections in the first zone 
were deleted. The effectiveness of their approach was not implemented. 
The strength of the ModSecurity mitigation mechanism was evaluated 
against slow read DDoS attacks by Park (2015). Establishment of a 
threshold for the number of connections from an Internet Protocol 
(IP) address was used to detect and trigger the mitigation mechanism. 
However, with an increased number of attackers whose number of 
established connection was below the threshold, the ModSecurity 
mitigation mechanism was rendered ineffective since the attack could 
not be detected.

Yeasir et al. (2015) proposed handling requests on behalf of the client 
using a reverse proxy server that proved to be a good mitigation 
mechanism against slow header attacks. In their work, the reverse 
proxy cached the client request until it was complete before handing 
the completed request off to the web server. However, the reverse 
proxy server could be a single point of failure unless proper timeouts 
and thresholds for the connections were determined. Furthermore, 
determining the appropriate timeout values so as not to disconnect 
legitimate client traffic was of concern.

Sattar et al. (2016) harnessed the logically centralised nature of SDN 
to diffuse traffic through a concept referred to as adaptive bubble burst. 
It mitigated DDoS attacks by establishing the threshold of the serving 
limit of the web server based on incoming traffic rate measured at the 
gateway switch. Once the threshold was reached, the adaptive bubble 
burst mechanism that spread the traffic to multiple replicas of the 
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target web server was activated. Request completion improved from 
4 percent when adaptive bubble burst mechanism was not activated 
to 81 percent when adaptive bubble burst mechanism was activated. 
However, the average packet processing time increased from 542µs 
when adaptive bubble burst was not activated to 776µs per packet 
when it was activated. Reduction of packet processing overhead was 
marked for further studies because in the setup used, the controller 
collected traffic statistics every second.

The study by Hong et al. (2018) explored the use of a controller in 
SDN to determine whether a client’s traffic was legitimate or an attack 
based on the number of connections with incomplete HTTP requests 
made within a specified time frame. Before the controller began 
to track incomplete HTTP requests, the web server had to notify 
the controller when the maximum number of connections it could 
respond to was reached. Then, the controller would begin examining 
subsequent traffic for slow HTTP DDoS attacks.

METHODOLOGY

The use of machine learning algorithms to detect slow HTTP 
DDoS attacks has proven to be useful and more accurate than other 
methods. Furthermore, selecting the parameters of the classifier 
and determining the appropriate features to use in distinguishing 
legitimate traffic from attack traffic is of importance to improve the 
results to be obtained (Sahoo et al., 2020). Random Forest has proven 
to be extremely useful in detecting slow HTTP DDoS attacks over 
other machine learning detection techniques. However, by using 
feature and parameter selection techniques, other machine learning 
methods can be improved upon. In this work, SVM classifier was 
used to distinguish between legitimate and attack traffic. SVM has 
two parameters, i.e. regularisation (C) and gamma parameters, which 
aid in constructing the optimal hyperplane between the data points. 
Genetic Algorithm was used to select the combination of features that 
signify the presence of an attack. Moreover, it was employed to tune 
the SVM parameters to obtain an optimal result.

The dataset used was generated in a GNS3 SDN simulation in 
which the switch exported NetFlow records obtained to the NetFlow 



290        

Journal of ICT, 20, No. 3 (July) 2021, pp: 277–304

collector resident on the controller after a timeout value was reached. 
In the GNS3 simulation software, a Ryu controller was used as the 
central controller with one openVSwitch as the gateway switch 
that connected to legitimate HTTP clients and slow HTTP DDoS 
attackers. Through the NetFlow collector, the controller aggregated 
all the NetFlow records received. Slow header, POST, and read 
attacks were simulated using the slowhttptest tool that was selected 
due to the ease of configuration and tuning of attributes. The attacks 
were launched from eight computers running on the Ubuntu operating 
system. Normal traffic was also simulated in addition to legitimate 
slow clients using python scripts executing on Ubuntu operating 
systems. The hardware configuration on which GNS3 executed had a 
processor of Intel(R) Celeron(R) with CPU B820 1.70GHz and a 4GB 
RAM running on a 64-bit Windows 10 operating system.

Genetic Algorithm

Genetic Algorithm is a meta-heuristic search algorithm based on the 
natural evolution theory (Agarwal, 2014). Genetic Algorithm begins 
with an initial set of population consisting of rules generated randomly. 
Using the concept of survival of the fittest, a new population is created 
that contains the fittest rules of the current population and their 
offspring. The fittest rule is usually defined using the classification 
accuracy of the rules. Rule offspring are formed using crossover and 
mutation operations. Crossover operation swaps rule pairs to form 
new pairs of rules. In mutation, randomly selected bits of strings in a 
rule are inverted. Probabilities for crossover and mutation operations 
determine the number of times a crossover or mutation operation 
occurs for chromosomes in a generation. Selecting the rule pair to 
perform crossover is performed using selection algorithms such as 
tournament, fitness proportionate, or reward-based selection.

In selecting the features in NetFlow dataset that aided in distinguishing 
an attack from normal traffic, an initial population size of 10 was 
defined with crossover probability of 0.5 and gene mutation probability 
of 0.10. Selection of the chromosomes on which crossover was to 
be applied was carried out using tournament selection with a size of 
3. Generation count of 10 was defined. The fitness function of each 
chromosome was defined by the accuracy obtained from the SVM 
classifier. After the features were selected, the regularisation and 
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gamma parameters for the SVM classifier was tuned using Genetic 
Algorithm. An initial population size of 10 was defined with crossover 
probability of 0.5 and gene mutation probability of 0.05. Tournament 
selection with a tournament size of 3 was applied for selecting 
chromosomes on which crossover would be carried out. Generation 
count of 5 was defined. The fitness function of each chromosome was 
defined by the accuracy of the radial basis function kernel SVM. The 
range of values defined for the regularisation parameter was from 1 to 
10, while gamma values had a range of 0.1 to 1.

Support Vector Machine

The SVM classifier is an algorithm that classifies both linear and 
nonlinear data by finding the optimal hyperplane and decision boundary 
that separate the data points in a class from the other (Agarwal, 2014). 
Kernel functions were used to transform nonlinear data points into 
a high dimensional space. Use of kernel functions ensured that high 
accuracy was obtained although the training time may be slow. Radial 
basis function kernel was used due to some similarities observed 
between slow HTTP DDoS attacks and slow legitimate traffic. An 
optimal hyperplane is represented mathematically under the condition 
of linear separability and linear separable dataset of two points 

 where  and . Equation 
1 represents the correct classification of dataset (Bhati & Rai, 2020; 
Ye et al., 2019):

	 (1)

where y represents two classes that have a binary value, w is a weight 
vector, x is an input vector, and b is a threshold value. In n-dimensional 
space, minimising the structural risk of constructing the optimal 
classification hyperplane is equivalent to solving the constrained 
optimisation problem with the formula expressed in Equation 2 as:

 = 	 (2)
       					   

		
where the classifier margin is maximised by minimising  and 
the variables  denotes the extent to which the samples, , violate 
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the margin. Meanwhile, the regularisation (penalty) parameter C 
> 0 adjusts the trade-off between minimising the sum of the slack 
violation errors and maximising the margin (Ma & Guo, 2014)

The optimisation problem in Equation 2 can be expressed through the 
introduction of Lagrange multiplier, , and the kernel function by the 
formula in Equation 3 (Liu et al. , 2018):

	(3) 

 = 0; 

where  is the kernel function. The radial basis function kernel 
is then represented in Equation 4 (Ma & Guo, 2014):

	 (4)

where  is a constant value to adjust the width of the Gaussian function.

Selective Adaptive Bubble Burst

Selective adaptive bubble burst is a slow HTTP DDoS mitigation 
technique derived from the synthesis of adaptive bubble burst DDoS 
mitigation technique in Sattar et al. (2016). In the adaptive bubble 
burst technique, once an attack is detected, all traffic are spread across 
all the replica web servers. However, in the selective adaptive bubble 
burst mitigation technique, the traffic flagged as malicious is rerouted 
to the replica servers using a method that ensures the monitoring of the 
flagged traffic’s behaviour even when it is rerouted to block the traffic 
when necessary. The traffic is blocked when it violates the conditions 
defined relative to the number of replica web servers and the number 
of times the traffic is rerouted to another web server. The operations 
of the selective adaptive bubble burst mitigation mechanism can be 
modelled as a function of the number and IP addresses of the web 
servers within the network and the connection requests, attack or 
legitimate, sent to the primary web server as shown in Algorithm 1.



    293      

Journal of ICT, 20, No. 3 (July) 2021, pp: 277–304

Algorithm 1: Selective Adaptive Bubble Burst Algorithm

ANALYSIS AND RESULTS

Feature selection was executed first as the necessary features that 
aided in distinguishing an attack from legitimate traffic were needed 
for effective choice of SVM parameters. When the features were 
obtained, the SVM parameter selection phase was launched and the 
appropriate regularisation and gamma parameters were obtained. The 
selected features, regularisation parameter, and gamma parameter 
were then used to perform the classification task using SVM.

Feature Selection and Parameter Tuning Results

A total of 31 features were evaluated for distinguishing an attack 
from legitimate client traffic. The 31 features comprised 27 NetFlow 
version 5 features and 4 other features of the time difference between 
the last and first packets of the flow in seconds, the number of packets 
per second, bytes per second, and bytes per packet. 13 features were 
removed because they had the possibility of either causing overfitting 
of the classifier or had zero values in all tuples for the feature as shown 
in Table 1. Out of the remaining 18 features, 11 features were selected 
as features that had a significant effect on distinguishing between an 
attack and legitimate client traffic as shown in Table 2. Table 3 shows 
the remaining features that were not selected. Tuning of the SVM 
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regularisation and gamma parameters was executed using the selected 
features. The regularisation and gamma values obtained were 8 and 
0.798, respectively.

Table 1

Reduced Features in the Dataset

S/N Feature Name Description Rationale for 
Removal

1 Sys_Uptime Current time in 
milliseconds since the 
export device booted

Possible 
generalisation

2 Unix_secs The current count of 
seconds since 0000 UTC 
1970

Possible 
generalisation

3 Unix_nsecs Residual nanoseconds 
since 0000 UTC 1970

Possible 
generalisation

4 Flow_sequence Counter of total flow 
sequence seen

Possible 
generalisation

5 Sampling Interval Interval of NetFlow 
export sampling

Zero value for 
all tuples

6 Srcaddr Source IP address Possible 
generalization

7 dstaddr Destination IP address Possible 
generalization

8 Nexthop The IP address of the 
next-hop router

Zero value for 
all tuples

9 tos IP type of service Zero value for 
all tuples

10 Src_as Autonomous system 
number of the source

Zero value for 
all tuples

11 Dst_as Autonomous system 
number of the destination

Zero value for 
all tuples

12 Src_mask Source address prefix 
mask bits

Zero value for 
all tuples

13 Dst_mask Destination address prefix 
mask bits

Zero value for 
all tuples
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Table 2

Selected Features in the Dataset

S/N Selected 
Features Description

1 Count Number of flows exported (1-30)
2 Input Simple Network Management Protocol (SNMP) 

index of the input interface
3 Output SNMP index of the output interface
4 dPkts Packets in the flow
5 dOctets Total number of layer 3 bytes in the packets of 

the flow
6 Last SysUpTime at the time the last packet of the flow 

was received
7 Diff The time difference in seconds between the last 

and first features in the NetFlow version 5 feature 
set

8 Srcport TCP/UDP source port number
9 Tcp_flags Cumulative OR of TCP flags
10 Packets/second Number of packets per second
11 Bytes/packet Number of bytes per second

Table 3

Features Rejected by Genetic Algorithm

S/N Rejected Features                       Description
1 Version The NetFlow export format version number
2 Engine Type Type of flow switching engine
3 Engine ID Slot number of the flow switching engine
4 First Sysuptime at the start of a flow
5 Prot IP protocol type (TCP = 6; UDP =17)
6 Dst_port TCP/UDP destination port number
7 Bytes/second Number of bytes in packets per second

Support Vector Machine Detection Result

The selected features and the SVM parameters obtained were used 
to define the classification task. The dataset used had 56,891 tuples 
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in total, which contained 28,446 and 28,445 attack and legitimate 
client traffic tuples, respectively. A 60:20:20 ratio for training, testing, 
and validating the model obtained from the classification task was 
employed. Results obtained are described in Table 4. The Receiver 
Operating Characteristic (ROC) curve is represented in Figure 1 
while the true-positive rate versus the false-negative rate is presented 
in Figure 2.

Table 4

Classification Result

Performance Metric Percentage
Accuracy 99.89%

AUC 99.89%
True-positive Rate 99.95%
False-positive Rate 0.18%
False-negative Rate 0.05%

Figure 1

Receiver Operating Characteristic Curve for Slow HTTP DDoS 
detection
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Figure 2

True-positive Rate versus False-negative Rate

From the results obtained, it is established that detection accuracy 
was high. Furthermore, the true-positive rate showed that most of 
the attack traffic were classified correctly. The false-positive rate 
of 0.18 percent indicated the percentage of legitimate traffic, which 
was misclassified as an attack. Therefore, legitimate traffic had a 
significantly low chance of being tagged as attack traffic. The low 
false-positive rate and the high true-positive rate implied that most 
slow HTTP DDoS attack traffic were detected while a low amount of 
legitimate traffic was misclassified as malicious. Although the false-
positive rate would cause some connection issues on the legitimate 
client side, this was negligible as compared to the true-positive rate, 
which kept the network free from attack traffic. Similarly, the low 
false-negative rate of 0.05 percent implied that a negligible amount 
of attack traffic was misclassified as legitimate. Although some slow 
HTTP DDoS attack traffic would arrive at the target web server due 
to the false-negative rate obtained, its effect would be negligible since 
the high true-positive rate had reduced a huge chunk of the attack 
traffic.

99.95%

0.05%

True-positive Rate False-negative Rate
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DISCUSSION

The results obtained by the Genetic Algorithm with SVM classifier 
buttressed the use of machine learning for detecting anomalies. 
Furthermore, it showed that feature selection and classifier parameter 
tuning enhanced the quality of results obtained when the accuracy of 
99.89 percent obtained in this work was juxtaposed with the accuracy 
of 93.10 percent obtained in Perez-Diaz et al.’s (2020) work. Although 
the methodology and dataset used by Perez-Diaz et al. (2020) differed 
from this work, it is significant to note that the use of NetFlow instead 
of FPC by applying feature selection and parameter tuning enhanced 
the detection ability of SVM. This means that the slow HTTP DDoS 
detection ability of SVM was as good as that of Random Forest as 
seen in the literature though it depended on the proper tuning of SVM 
parameters for effective classification.

CONCLUSION

In this paper, the detection of slow HTTP DDoS attacks using 
Genetic Algorithm to select appropriate NetFlow features and tune 
SVM parameters was executed. The proposed methodology applied 
radial basis function kernel-based SVM to classify the instances in 
the dataset into the attack and benign traffic. Since accurate detection 
of the attack needs a proper mitigation technique, a novel technique 
called selective adaptive bubble burst was presented although yet to be 
implemented. The use of slow HTTP DDoS to circumvent volumetric 
DDoS mitigation mechanisms and the low amount of research into 
detecting the three major slow HTTP DDoS attacks influenced the 
execution of this research. Furthermore, the absence of a publicly 
available slow HTTP DDoS dataset based on NetFlow version 5 
necessitated the creation of a dataset by simulating an SDN network 
in GNS3. Detection of slow HTTP DDoS attacks was executed 
using Genetic Algorithm to select NetFlow version 5 features and 
tune the regularisation and gamma parameters of the SVM classifier 
used. Detecting the slow HTTP DDoS attack effectively enables the 
mitigation mechanism to be triggered and applied to the traffic that 
caused the event. The algorithm for the selective adaptive bubble 
burst mitigation process was also proposed. This paper contributes 
towards several existing research on slow HTTP DDoS attacks and has 
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shown that feature selection and tuning of SVM parameters enhance 
detection of slow HTTP DDoS attacks. Furthermore, it contributes 
to ongoing research on the use of meta-heuristic algorithms such as 
Genetic Algorithm and PSO to enhance machine learning detection of 
a variety of network attacks. Moreover, a new approach to mitigate 
slow HTTP DDoS attacks was presented.

An area of future research is to implement the selective adaptive 
bubble burst DDoS mitigation algorithm developed in an SDN 
controller to evaluate its effectiveness. This implies that the detection 
mechanism needs to be operational in the network by uploading the 
detection module to the controller. Furthermore, a machine learning 
framework that learns from the traffic classified in a live or simulated 
network is another possible area for further studies. This enables the 
detection mechanism to be updated based on the results it obtains 
after classifying live traffic and ensures that the detection mechanism 
remains relevant without a need to create an entirely new model at 
intervals.
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