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ABSTRACT

Video concept detection means describing a video with semantic 
concepts that correspond to the content of the video. The concepts 
help to retrieve video quickly. These semantic concepts describe 
high-level elements that depict the key information present in the 
content. In recent years, many efforts have been done to automate 
this task because the manual solution is time-consuming. Nowadays, 
videos come with comments. Therefore, in addition to the content of 
the videos, the comments should be analyzed because they contain 
valuable data that help to retrieve videos. This paper focused especially 
on videos shared on social media. The specificity of these videos was 
the presence of massive comments. This paper attempted to exploit 
comments by extracting concepts from them. This would support the 
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research effort that works only on the visual content. Natural language 
processing techniques were used to analyze comments and to filter 
words to retain only the ones that could be considered as concepts. 
The proposed approach was tested on YouTube videos. The results 
demonstrated that the proposed approach was able to extract accurate 
data and concepts from the comments that could be used to ease 
the retrieval of videos. The findings supported the research effort of 
working on the visual and audio contents of the videos.

Keywords: Keywords-based video retrieval, social media tagging, 
natural language processing, video concept detection. 

INTRODUCTION

In video processing, the semantic concepts consist of labels like 
objects or people, which can be depicted by a video or can comprise 
a situation with a complex interaction of different entities. In the last 
few years, many efforts have been done in this research field. TREC 
Video Retrieval Evaluation (TRECVID) is the most known evaluation 
campaign for video concept detection systems. It is a contest organized 
by the National Institute of Standards and Technology (NIST) in the 
United States of America (USA) (Awad et al., 2016). It provides 
hours of video clips manually annotated by the participants involved 
in this competition. The annotated database is divided into two parts: 
development and testing. Participants will train their systems on a 
development database. After that, the systems will be tested on the 
other part to evaluate their performance in detecting targeted visual 
concepts. The performance of video concept detection systems is 
affected by the size and quality of the training database. The more 
important and varied the database is, the better the result. Making 
a training database becomes a challenging problem. Thousands of 
hours of human efforts are required. 

In TREVID for instance, the participants share the effort of tagging 
the database manually to prepare the training database. However, 
since 2012, a new task has appeared in TRECVID. It is called “no 
annotation semantic indexing”. The idea is to promote the development 
of methods that permit the indexing of concepts in video shots using 
only data from the web or archives without the need of additional 
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annotations (manual or automatic). The training data could be, for 
instance, images retrieved by a general-purpose search engine (e.g. 
Google).

In this paper, the problem of automatic video concept detection on 
social media is addressed. On social media, people do not simply 
share the multimedia content, they also give comments.

Figure 1

Tags in Video Clips in YouTube

           

This paper will study this opportunity. The main contribution of this 
paper is to show how the comments can be used to extract semantic 
concepts present in the video. Nevertheless, the present study does 
not assume that comments can be a perfect solution for extracting 
semantic concepts. It aims to exploit the comments to support the 
research effort working on the visual content, motivated by the new 
working trends of YouTube (Google, 2013). 

In this paper, the reliability of comments is investigated to help extract 
semantic concepts. To the best of the authors’ knowledge, this paper 
is the first to present an approach for extracting semantic concepts 
from video comments. Works proposed in the literature are based 
either on analyzing the content of videos or on tags submitted by the 
video uploaders (see Figure 1). The rest of the paper is organized 
as follows: Section 2 discusses the related work. In Section 3, the 
research contribution is presented. Section 4 provides the detail of the 
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proposed approach. Results of the approach are shown in Section 5. 
Lastly, the paper is concluded with directions for future research.

BACKGROUND AND RELATED STUDIES

Video Concept Detection

Video concept detection is the task of classifying a video shot to detect 
the presence of a visual concept. Examples of video concept detection 
systems can be cited in the pioneering work of Carnegie Melon 
called the Informedia Project (Li et al., 2012; Yu et al., 2015). In this 
work, the authors combined techniques from computer vision, speech 
recognition, natural language processing, and artificial intelligence 
into an integrated system to develop concept detectors. They started 
from the assumption that a concept is generally described by visual, 
textual, and auditory features.

MediaMill (Huurnink et al., 2012; Snoek et al., 2015; Snoek et al., 
2017) is a work proposed by the University of Amsterdam. The main 
contribution of this work is the fact there is no standard way for 
detecting all concepts inside a video shot. For every concept, specific 
features should be prioritized. The authors introduced the notion of a 
semantic pathfinder. It means that to retrieve a concept, a special path 
should be followed. 

LIG lab also proposed an interesting work in video concept detection 
(Safadi et al., 2014; Safadi et al., 2015). It consists of using six-stage 
processing pipelines for computing scores for the likelihood of a 
video shot to contain a target concept. Different kinds of descriptors 
are used for the three video modalities (visual, textual, auditory); they 
are optimized and fused before being used by the classifiers.

Actually, all approaches alter their processing and instead of using 
simple features (descriptors), they use bag-of-words (BOW). They 
consider the image like a text in which humans have words. In the 
image, the words are feature vectors that characterize the visual 
concepts. Every concept will be characterized by a set of vectors. 
The used features are generally local descriptors like scale-invariant 
feature transform (SIFT) descriptors.



    633      

Journal of ICT, 20, No. 4 (October) 2021, pp: 629–649

In TRECVID 2015, Dublin City University proposed an approach 
for concept detection based on BOW (McGuinness et al., 2015; 
Mohedano et al., 2016). Features are computed based on convolutional 
neural network (CNN) activation features, while BOW is generated 
through K-means clustering. The cluster centroids are the vectors that 
will represent the concept. All the cited works require an important 
number of training samples to make their concept detectors be able to 
detect visual concepts efficiently.

Recent works have become specialized in particular concepts. Video 
concept detection systems are no longer talked about in general. In 
particular, work on violence concept detection, video surveillance 
events detections, etc. are discussed in the research community 
(Landi et al., 2019; Muchtar et al., 2020; Peixoto et al., 2020). The 
detectors of these concepts are customized and adapted to these kinds 
of concepts. The descriptors used to extract these concepts are local 
descriptors.

When reviewing approaches that work only on the visual part of 
videos, it is noticed that there are important advances and this is due 
to important efforts done on image processing and computer vision. 
However, the community still remain dependent on these techniques 
and on image processing concept detectors and their performance. 
Moreover, a video could not be described with only visual indexes. 
However, the semantics of the video could not be perceived using 
only the visual concepts.  

Tag-Based Annotation

Annotating an image or a video clip means tagging it with keywords 
that briefly describe its visual content. This action is usually performed 
by the owner of the image or the video while uploading the multimedia 
content. However, the main challenge remains on how to surmount 
the probable irrelevancy of the proposed tags. In the literature, there 
are many proposed approaches that refine tags to generate the final 
annotations.
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Li et al. (2008) proposed a learning social tag relevance by neighbor 
voting. Common tags made on images having the same content 
by different users were considered relevant. Otherwise, they were 
considered subjective. 

In Sawant et al. (2010), the authors used users’ local interaction 
network for automatic image tagging. To annotate an image of a 
given user in a social network, their interactions on the network were 
observed. The study was based on the collective tag vocabulary of 
the users with whom a user interacts to generate the final annotations.

Zhu et al. (2010) proposed an approach for image annotation based 
on the assumptions that on social media, similar images are similarly 
tagged by users. In every image, tags were divided into two parts: 
accurate and faulty tags. The problem of the annotation was cast into 
a decomposition of the user-provided tag, which was further divided 
into two matrices, a matrix for relevant tags and a matrix of faulty 
tags. The problem became a constrained optimization problem.

Liu and Forss (2015) developed a system that used rules and term 
weighting method to extract tags from tweets related to images. The 
system retrieved tweet-image pairs from public Twitter accounts, 
analyzed the tweets, and generated labels for the images.

In Ballan et al. (2015), Mettes et al. (2017), and Uricchio et al. (2017), 
the authors proposed an interesting work for video annotation. The 
video was different from the image by its temporal aspect. The 
authors addressed the problem of dispatching tags on the frames of 
the video clip. Tags made by users were refined and filtered. Every 
retained tag was searched through web sources to look for associated 
images. Retrieved images were matched with the original video 
(visual similarity) to link the tag with the corresponding frame.

Kordumova et al. (2015) investigated the use of tags made on social 
media to make a database of positive examples that could be used to 
train visual concept detectors. As stated, the main challenge of visual 
concept detectors was to have at disposal a good database of positive 
examples to train concept detectors.
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Moreover, other systems like in Mansouri et al. (2018) and Cagliero 
et al. (2019) worked on overlay text or text embedded in the video in 
general. Overlay text was segmented and analyzed to extract concepts 
like locations, persons, events, etc. The overlay text was generally 
located in scripted videos, such as news or documentaries. In contrast, 
it was mostly absent in personal videos. For this reason, these 
approaches are useful only for specific kinds of videos. However, 
overlay text remains an important information that should be exploited 
when it is present.

It is noticed that there is an awareness about the importance of data 
that come with the video content. However, the literature does not 
have any approaches that conduct a deep analysis of users’ comments. 
Most of them worked on tags made by the uploaders. Certainly, tags 
are important but they are subjective and reflect the point of view of 
the uploaders.

METHODOLOGY

Contrary to all proposed approaches, this student analyzed the comments 
that accompanied videos on social media. The present research was 
based on the observation that comments could contain information 
describing the content of the video. Furthermore, motivated by the 
new trends in YouTube (Google, 2013), natural language processing 
(NLP) techniques and pattern recognition techniques were applied to 
retrieve effective concepts that could annotate videos.

The proposed system consisted of four modules. The first module 
focused on comments acquisition from the social media. This task 
was known as the crawling step. The targeted social media was 
YouTube. The second module comprised preprocessing these 
comments by cleaning them and removing all stop-words. The third 
module involved extracting candidate words that could be considered 
as visual concepts. Retained words were grouped into clusters. 
The present researchers aimed at extracting the cluster of concepts 
representing the ground truth of the video. Figure 2 shows the overall 
process of the proposed approach.
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Figure 2 

Overall Process of the Proposed Approach

Comment Crawling

This paper was interested only on videos with more than one thousand 
comments. In order to address this task, a focused crawler was 
implemented. Based on the video URL, it extracted comments of that 
video using web API through HTTP GET method.

Word Filtering

Comment Preprocessing: The extracted comments were mixed. 
Therefore, some preprocessing was carried out on these unstructured 
comments to generate the datasets.

Words that could be used as tags were the only ones kept for this 
research purpose. Then, the following preprocessing tasks were 
applied: first, Part-of-Speech tagging and data cleaning (removing 
stop-words) using Laurence Anthony’s Software (Anthony, 2020) 
were employed. Second, all the irrelevant expressions were removed, 
like dates, emoticons, links, and special characters.

It was considered that to be a candidate of a real concept present in 
the video, there had to be a kind of consensus in the comments. This 
meant that the word should be recurrent in many of the comments. 
For this reason, all the words in the grammatical class “name” were 
extracted and sorted according to their redundancy and recurrence. In 
the literature, term frequency–inverse document frequency (TF-IDF) 
(Salton & McGill, 1986) is widely used in information retrieval to 
weigh redundancy and recurrence of the words. TF-IDF is a statistical 
measure that evaluates how relevant a word is to a document in a 
collection of documents. This is done by multiplying two metrics: 
how many times a word appears in a document, and the inverse 
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document frequency of the word across a set of documents. TF-IDF 
gives important scores for words redundant in a comment and not 
recurrent in the other comments. However, it penalizes words that 
are redundant along the whole comments. For this reason, the present 
study used another metric known as TF-DF.

For this reason, we used another  metric. We called it Frequency Score 
(FS) that made up of TF and DF. TF, DF and FS are computed using 
Equations 1, 2, and 3.

                             (1)

                                      (2)

                                                         (3)

Word Clustering

It was believed that concepts evoked in the video were semantically 
related. For this reason, this study made a clustering of all remaining 
words and attempted to discover the predominant cluster. It was 
considered as the cluster that enclosed the main visual concepts 
displayed in the video. Self-organizing maps (SOM) have been 
already used for text clustering (Klami & Lagus, 2006; Pacella et al., 
2016). They are well adapted for doing such kind of tasks. The main 
advantage of SOM is their ability in providing a data visualization 
technique that helps to understand high dimensional data by reducing 
the dimension of data to the map. SOM clusters similar data together 
without needing to know the number of clusters in advance like 
K-means or K-nearest neighbor (KNN) clustering algorithms.
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Figure 3

Overall Process of the Proposed Approach
         

SOM was proposed in the 1980s by Kohonen (1982). The proposed 
algorithm produces a topological map organization. The process 
depends only on the inputs and does not require the intervention of 
a supervisor.

SOM tends to cluster the set of observations in similar groups. 
It is composed of two layers: an input layer and an output layer. 
The input layer is made up of nodes, whereby each of them 
is represented by a vector of dimension n and connected to the m 
output nodes through weights (See Figure 3).

Algorithm 1 demonstrates Kohonen map as in Equations 4,5, and 6.

Algorithm 1 : Kohonen Map

Step 1 	 : Random initialization of weight links Wij

Step 2 	 : Determination of the winner neuron by selecting the closest  
               neuron j* to the input:				     
	
		  		   (4)

(continued)
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Algorithm 1 : Kohonen Map

Step 3	 : The weights of the wining neuron and their neighbors are  
               updated at every iteration as  follows in Equation 5:	
          	  
	 	  (5)

Where t represents the time, a(t) is a variable decreasing with time, 
and h(t) represents a neighborhood function. The idea is to reduce the 
influence when the neighborhood radius increases. 

During the learning of SOM, Steps 2 and 3 are repeated many times 
until the weights become stable.

Computing Features: In this study’s context, the input of SOM 
is a similarity matrix. If there are N candidate words, then the 
matrix will have a size of N × N, where the entry at position (i, j) 
is the distance computed between the word (i) and the word (j). 
The word (i) will be represented by a vector, the ith column of the 
similarity matrix, which contains N component that represents 
the distances between the word (i) and the N-1 remaining words. 
The output will be the map in which every 
word is mapped into a given node (Figure 4). 
Two similarity measures were tested in this study. All of them made 
their calculation by using WordNet (Miller, 1995), which is a large 
lexical database of English. In WordNet, nouns, verbs, adjectives, and 
adverbs are grouped into sets of cognitive synonyms (synsets), each 
expressing a distinct concept.

The researchers distinguished two important categories of measures: 
path-based measures and information content measures. The main 
idea of path-based measures was that the similarity between two 
words was a function of the length of the path linking the word and 
the position of the words in the taxonomy. However, in information 
content measures, the more common information two words share, 
the more similar the words are.
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Two measures were used:

Resnik’s measure (RES): Resnik (1999) defined the similarity 
between two words by comparing the two synsets to which they 
belong. The comparison of the two synsets is made by computing 
the information content of their lowest superordinate (most specific 
common subsumer).

Wu and Palmer measure (WUP): This measure was proposed by Wu 
and Palmer (1994). It calculates the similarity by considering the 
depths of the two synsets in the WordNet taxonomies. Let C1 and C2 
be two concepts in the taxonomy; this similarity measure considers the 
position of C1 and C2 relatively to the most specific common concept 
C. Several parents can be shared by C1 and C2 through multiple paths. 
The most specific common concept is the closest common ancestor C. 

Concept Extraction

At the end of the training phase and when each word was matched to 
a node (neuron) of SOM, the present researchers extracted the cluster 
of effective concepts. The process of extracting the cluster was based 
on two assumptions:

(i)	 The cluster of effective concepts included important 
number of words.

(ii)	 The cluster of effective concepts was dense. It meant that 
nodes of this cluster were close to each other.

Figure 4

Clusters in the Self-organizing Map
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This study computed the hit histogram for the map. The hit histogram 
was made by counting the number of words attached to each node. The 
U-matrix (Ultsch & Siemon, 1990) was also calculated. The U-matrix 
was obtained by calculating the average of distances between each 
node and its neighbors. The U-matrix showed clearly similar zones on 
the map. It was considered that the cluster of effective concepts was 
occupying an important zone in the map and not in a particular node. 
The extractions steps are as follows:

(i)	 Extract the node having the most important value in the 
hit histogram.

(ii)	 Based on the U-Matrix, check if that node is in a dense 
zone. If yes, select this node.

(iii)	 Else, go the next important node in the hit histogram until 
a node is found satisfying the two criteria.

(iv)	 From the selected nodes and from the direct neighbors, 
retrieve all the words matched to them. These words are 
considered as the concepts for the video.

RESULTS AND DISCUSSION

Dataset

To show the efficiency of the proposed approach, the current study 
selected from YouTube 50 video clips. They dealt with different 
contexts of the human life, for instance “food”, “phone and 
technology”, “auto vehicles”, “health”, “games”, “animals”, etc. The 
study was only interested on videos with more than one thousand 
comments. The average duration of the videos was 9m25s. The total 
duration was about 8 hours.

Four assessors were invited to make the ground truth of the 50 
YouTube video clips. The assessors were not familiar with the 
proposed approach and knew nothing about it. However, they were 
regular video consumers. They belonged to different age categories 
and different backgrounds. For every video clip, they were asked to 
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write the concepts they identified in the videos. To ensure that they 
understood their task, a series of blank tests were inserted at the end 
to ascertain their comprehension. 

For instance, when watching the video of Steve Jobs launching an 
iPhone in 2007, concepts that could be identified by the assessors 
were “Steve Jobs”, “iPhone”, “Phone”, “Apple”, “MacWorld”, 
“touchscreen”, etc. These derived concepts represented the ground 
truth. The concepts that were extracted from the comments would be 
evaluated against them. 

The proposed approach was evaluated by computing the recall 
and precision between the concepts extracted by the approach and 
the concepts given by assessors. They are computed as follows in 
Equations 6 and 7:

		  			    (6)

	 		   (7)

Where “#correct concepts” refer to the number of concepts correctly 
detected, “#ground truth” means the total number of concepts 
considered as ground truth, and “#false concepts” signify the number 
of incorrect concepts. The distribution of the recall and precision rates 
of each assessor’s assessments were plotted (see Figures 5 and 6). 
They were presented as Tukey-style boxplots. Tukey Boxplots (also 
known as Box and Whisker plots) are used to create a graphic image 
of the several key measures of distribution including the minimum, 
maximum, median, and 25th and 75th percentiles (the middle 50%). 
For every assessor, the results for RES and WUP measures were 
plotted. The results were generally interesting. 

First, they showed that concepts enclosed in the videos could be found 
in the comments. Second, the proposed approach could detect these 
concepts. They displayed the ability of SOM to isolate these concepts.

However, there was a certain sparsity in the obtained recall rates. For 
certain videos, the score was about 90 percent, while for others, it was 
under 65 percent.
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Figure 5

Distribution of Recall Rates for the Assessors

Figure 6

Distribution of Precision Rate for the Assessors 

For videos in the context of “phone and technology”, “auto vehicles”, 
and “games”, the results were better. This was due the enormous 
number of comments made on these kinds of videos and the large 
public targeting them. This was not surprising because according to 
YouTube Academy (Youtube, 2020), these categories are the most 
popular ones. For the other kinds of videos, the target audience was 
centered around a very informed and less talkative audience.
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In the obtained results, the RES distance was slightly better than 
WUP. This confirmed that the semantic distance between two words 
should be measured by analyzing the context of the word and not by 
computing the path from one word to another in WordNet.

Evaluation According to Uploader Tags

In YouTube, tags are submitted when the video is uploaded. Through 
these tags, uploaders aim to ease the search task. The present study 
attempted to measure the effectiveness of the extracted concepts 
according to these tags. Regarding the recall rates, many extracted 
concepts were commonly used as tags by uploaders (Figure 7). In fact, 
in many of the videos, the number of extracted concepts was more 
important than those proposed by the uploaders. Therefore, many of 
the tags proposed by the uploaders that were cited in the comments 
could be retrieved. However, in some videos and due to the low quality 
of the comments, many of the tags were not retrieved. This had caused 
the precision rate to become relatively low. Extracted concepts were 
effective and semantically correct but they were not evoked as tags in 
the YouTube videos. This comparison also confirmed the advantage 
of the RES distance as compared to WUP.

Figure 7 

Distribution of Recall and Precision Rates According to Uploader 
Tags
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DISCUSSION

The obtained results proved that comments were a valuable source of 
information that could help to understand the visual content. This was 
confirmed by human assessors. In fact, most of the obtained recall rates 
were more than 60 percent, and a majority of the precision rate were 
more than 80 percent. This also corroborated the present researchers’ 
assumption that comments contained valuable data but they could not 
be the perfect solution for describing the visual content. They simply 
completed the work of visual concept detectors. It could be a cross-
validation between the two sources of information. 

Moreover, the obtained results showed that the proposed approach 
was dependent on the number and the quality of the comments. The 
greater the number of comments, the better the quality of the concepts 
becomes.

Nevertheless, the number of comments was not the only parameter. 
The comments should have a good quality to be informative. Indeed, 
when comments were of low quality (containing non-clear words and 
symbols), they could distort the results and increase the processing 
time. It was discovered that when analyzing the comments for several 
video categories, the quality of the comments were better and this 
improved the results for these categories (“phone and technology”, 
“auto vehicles”, and “games”). This was not a weakness of the 
proposed approach, but a parameter that should be considered when 
analyzing user comments.

CONCLUSION

In this paper, the main interest is in extracting concepts from the 
comments made on videos shared on social media. This was based 
on the assumption that users on social media evoke the content of the 
shared multimedia data in their comments. Nevertheless, it is believed 
that comments cannot be a perfect solution for extracting concepts. 
This study investigated how these comments could help to retrieve 
effective video concepts. NLP techniques and SOM were utilized to 
filter the user comments and to extract them to achieve this task. The 
obtained results were encouraging and confirmed that the comments 
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were a valuable source of information for video retrieval (Google, 
2013). In fact, comments could be used as a source of information to 
help with the retrieval of videos on social media or to enrich existing 
tags. However, the proposed approach depended enormously on the 
quality of the comments. Not all videos enclosed comments with 
good quality. For future research, it is recommended to add another 
step that analyzes the comments and estimate their quality to decide if 
they can be used as a source of concept.
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