COMPARATIVE OF DATA MINING MODELS FOR INTRUSION DETECTION
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ABSTRACT

In the ever-evolving landscape of network security, the role of Intrusion Detection Systems (IDSs) is critical. These systems serve as the guardians of digital networks, defending against a relentless tide of cyber threats. However, the efficacy of IDSs in accurately detecting and preventing these threats remains a critical concern. The emergence of new attack vectors and the growing sophistication of cyberattacks underscore the need for innovative approaches to intrusion detection. Nonetheless, there is an information vacuum about the efficacy of different data mining approaches in intrusion detection. This study investigates the deployment of seven data mining models, which include Decision Tree, Random Forest, Support Vector Machine (SVM), Logistic Regression, Naïve Bayes, and two types of Recurrent Neural Networks (RNN) on five (5) IDS benchmark datasets. Based on the undertaken experiments, it is evident that the RNN is the best classifier as it obtained 100% accuracy for all datasets. Due to its strength in modelling time-dependent and sequential data problems, RNN has become powerful in predicting future attacks. As our digital world evolves, so must our cyber defences; hence, this study strives to equip network security professionals with the knowledge and tools needed to fortify their networks, ensuring resilience against the ever-adaptive landscape of cyber threats.
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INTRODUCTION

Networks need Intrusion Detection Systems (IDSs) to be safeguarded against cyberattacks. However, existing IDSs often struggle to detect new and emerging attack types accurately, leading to false positives and security breaches (Chou & Jiang, 2022). This is a significant problem as cyberattacks are becoming increasingly sophisticated and targeted (Zipperle et al., 2022). Data mining methods can enhance the effectiveness of IDSs by discerning network traffic patterns that signal potential malicious behaviour (Duraz et al., 2023). Data mining can also be used to develop models that can classify different types of network traffic, such as legitimate, malicious, and suspicious traffic. Nevertheless, there is a shortfall of studies on the efficacy of various data mining approaches for intrusion detection despite the potential of these techniques (Chou & Jiang, 2022).

This study assessed the effectiveness of various data mining models on IDS benchmark datasets, including the deep learning model for intrusion detection. The study also examined how data provenance and quality affect how well data mining-based IDSs work. In particular, we focus on supervised data mining models deployed on historical labelled data where the analysis was on Recurrent Neural Network (Tsantekidis et al., 2022; Yin et al., 2017), Decision Tree (Fan, 2021), (Lei et al., 2021) Random Forest, Support Vector Machines (SVM) (Schlag et al., 2021), Logistic Regression (Zhang & Qin, 2022), and Naïve Bayes(Guo, 2022). This article is structured into four sections, beginning with literature studies in the related area, followed by the study's methodology. This is followed by a presentation and discussion of the experimental results, and the study ends with a conclusion.

RELATED WORK

Intrusion detection systems (IDSs) are crucial for defending networks against assaults via the internet. IDSs monitor network traffic for suspicious activity and alert security analysts to potential threats. Several studies (Chou & Jiang, 2022; Cihan et al., 2021; Mehta et al., 2023; Yin et al., 2017; Zhao & Gan, 2021) have investigated the application of data mining methods for intrusion detection. For instance, they assessed the effectiveness of different deep learning and machine learning models for intrusion detection. Using the NSL dataset, the study discovered that deep learning techniques performed better than machine learning algorithms in terms of accuracy (CİHAN et al., 2021). The deep learning models, nevertheless, require more computational cost.

Liu, Huang, and Zhu emphasised the limitations of traditional IDSs in combating modern cyberattacks (Liu et al., 2022). They proposed an IDS based on machine learning that leverages historical attack data to identify novel and emerging threats. The research illustrates the efficacy of the suggested intrusion detection system (IDS) in attaining elevated detection precision for known and new threats through the utilisation of diverse machine learning models, such as random forests, decision trees, and support vector machines (SVMs) (Liu et al., 2022). In response to the specific challenges in intrusion detection within Controller Area Networks (CANs), studies have introduced DT-DS (Mehta et al., 2023), an IDS that employs decision tree ensembles to learn CAN network behaviour and identify anomalies indicative of attacks. The DT-DS extracts timing and frequency data from CAN traffic and trains decision tree models for real-time operation. The proposed IDS (Mehta et al., 2023) exhibits high accuracy in detecting known and unknown attacks while maintaining efficient cost, making it suitable for deployment in real-time CAN environments.
The Random Forest algorithm is a comprehensive ensemble learning strategy known for its reliability and capacity to handle classification and regression tasks well. It integrates many decision trees, each trained on a separate subset of the data and attributes, to create an effective ensemble-based classifier. Using an ensemble technique, overfitting is lessened, generalisation is strengthened, and the model's overall accuracy and dependability are improved. Additionally, Random Forest provides feature importance scores, identifying critical attributes contributing to intrusion detection. Yang, Cai, Duan, and Yang proposed an intrusion detection algorithm that combines approximate information entropy with random forest classification (Yang et al., 2019). The approach reduces dimensionality and eliminates noise in training data, enhancing classification accuracy and reducing time complexity. Experiment outcomes demonstrated that their method achieved high accuracy on the KDD-CUP99 dataset and maintained computational efficiency, contributing to developing effective and efficient intrusion detection techniques.

The Support Vector Machine, or SVM, is a widely recognised and robust machine learning algorithm. It is particularly suitable for binary and multiclass classification tasks, making it relevant for intrusion detection. To successfully separate various classes in high-dimensional feature spaces, SVM seeks an ideal hyperplane that optimises the margin between them. This characteristic is beneficial when dealing with complex and nonlinear patterns in network traffic data. SVM's ability to handle high dimensional data and its potential to generalise well are key factors in its inclusion in this study. Shah et al. (2021) introduced a semi-supervised IDS that employs support vector machines (SVMs) and random forests (RFs) (Shah et al., 2021). This IDS addresses the challenge of acquiring large, labelled datasets by leveraging semi-supervised learning. The incoming network traffic is then categorised as normal or malicious using RF, after which the SVM model is expanded with unlabeled data. The SVM model was initially trained with limited labelled data. The semi-supervised IDS exhibits high accuracy for known and unknown attacks on benchmark datasets.

Another classifier deployed in IDS is the Naïve Bayes classifier, a probabilistic algorithm grounded in Bayes' theorem (Ahsan et al., 2022). Despite its simplicity, Naïve Bayes operates on the feature independence assumption, simplifying calculations, but it might not always hold in real-world scenarios. However, in the real world, the properties are rarely independent, necessitating the development of classifiers that consider this restriction. Naïve Bayes classifiers (NBCs) are based on Bayes’ theorem, with the assumption that the value of one predictor (x) does not affect the probability of a given class (c), given the values of the other predictors.

Logistic Regression is a fundamental algorithm in binary and multiclass classification. Because it forecasts the probability of a binary outcome, it has significant potential for intrusion detection, where the goal is often to classify network data as either genuine or malicious. Logistic regression employs a linear combination of input features to determine the likelihood of an event occurring. Despite its simplicity, it can yield interpretable results and is computationally efficient. Regression analysis emerges as a valuable tool for intrusion detection, as evident in its application in modelling network behaviour and identifying anomalies suggestive of attacks (Nagaraja et al., 2021). The work demonstrates the high accuracy of regression analysis in detecting attacks.

Despite the traditional machine learning classifiers, recent Deep Learning technology has also attracted IDS researchers' attention. The Recurrent Neural Networks (RNNs) is an example of a deep learning model well suited for processing sequential data. RNNs can incorporate information from prior inputs, which enables them to capture temporal dependencies in the data, in contrast to typical feedforward neural networks, which handle each input individually. This makes RNNs ideal for a variety of tasks,
including natural language processing (NLP), speech recognition (Shewalkar et al., 2019; Wang, 2023), and time series forecasting (Yu et al., 2021). Another example of using RNNs is extracting meaningful patterns and insights from agricultural datasets (Mohamed & Mohamud, 2022).

Based on the strength of data mining models reported in the literature, this study intends to compare the model’s performance on a list of IDS benchmark datasets. Furthermore, the analysis will be based on the performance between traditional models (i.e. Decision Tree, Logistic Regression, SVM, Random Forest and Naïve Bayes) and the recent technology of Deep Learning. Comparing and contrasting traditional data mining and deep learning models is essential to comprehending their relative advantages and disadvantages while classifying cybersecurity activities. Making well-informed decisions about which model is best for intrusion detection, maximising performance, and providing alternative AI-based solutions are made possible by this kind of study.

METHODOLOGY

Research procedures outline the methods and procedures used to collect, analyse, and validate data to guarantee the accuracy and dependability of research. This study’s methodology is structured into four phases: Data Acquisition, Data Cleaning, Model Implementation, and Model Evaluation. Each is designed to facilitate the comparative analysis of various data mining models for intrusion detection.

Data Acquisition

In this initial phase, five benchmark intrusion detection datasets, namely the NSL KDD (CIHAN et al., 2021), KYOTO (Song et al., 2011), CIC-DDoS 2019 (Sharafaldin et al., 2019), UNSW-NB15 (Meftah et al., 2019), and CSE-CIC-IDS2018 (Herrera et al., 2022), are obtained from the relevant source. These datasets encompass many network traffic scenarios, enabling a diverse and comprehensive analysis. Table 1 depicts the summary of the deployed datasets.

Table 1
Summary of IDS Dataset

<table>
<thead>
<tr>
<th>Dataset</th>
<th># Instances</th>
<th># Features</th>
<th>Types of Attack</th>
</tr>
</thead>
<tbody>
<tr>
<td>NSL KDD</td>
<td>117682</td>
<td>38</td>
<td>DoS, R2L, U2R, Probe</td>
</tr>
<tr>
<td>CIC-DDoS2019</td>
<td>225691</td>
<td>42</td>
<td>DDoS</td>
</tr>
<tr>
<td>CSE-CIC-IDS2018</td>
<td>1035193</td>
<td>42</td>
<td>Brute force, Portscan, Botnet, Dos, DDoS, Web, Infiltration</td>
</tr>
<tr>
<td>UNSW-NB15</td>
<td>690216</td>
<td>31</td>
<td>DoS, Analysis, Backdoors, Exploits, Generic, Reconnaissance, Shellcode, Worms</td>
</tr>
<tr>
<td>KYOTO</td>
<td>304680</td>
<td>10</td>
<td>Normal and Attack sessions</td>
</tr>
</tbody>
</table>
Data Cleaning

The quality and reliability of the collected data are crucial for meaningful analysis. Therefore, this second phase of the study focused on data cleaning to ensure the datasets are free from inconsistencies and missing values. To address missing values, instances with missing values were removed to maintain data integrity. This process ensures that each dataset is ready for subsequent analysis without the interference of incomplete or missing data points. Figure 1 depicts the column with question marks representing missing values.

Figure 1

Sample of Missing Values in Dataset

Data normalisation was deployed on continuous attributes to address the inconsistencies and bring the data to a consistent scale. In this study, data normalisation is realised by deducting the value under analysis from the average value and dividing it by the standard deviation; then, the values are substituted with standardised values. Attribute zero-based are not affected by this standardisation. This normalisation is applied consistently across all five datasets, ensuring that the models built on these datasets are not biased by varying feature scales. Figure 2 contains examples of data after normalisation. Combining these data preprocessing techniques ensures the datasets are cleaned, standardised, and prepared for model implementation.

Figure 2

Sample of Normalized Data
Model Implementation

This study focuses on implementing six data mining models that include Decision Tree, Random Forest, Support Vector Machine (SVM), Naïve Bayes, Logistic Regression, and Recurrent Neural Network (RNN). For the Decision Tree model, a binary tree was induced with a minimum of two instances in leaves. Subsets smaller than five were not split, and the maximal tree depth was limited to 100. Classification stopped when the majority reached 95%. The Random Forest model consists of ten trees, and subsets smaller than five were not split during the construction of each tree. On the other hand, Logistic Regression employed Ridge (L2) regularisation with a strength parameter (C) set to 1. At the same time, the SVM model was configured with a cost (C) of 1.00, a regression loss epsilon (ε) of 0.10, and utilising RBF kernel. Optimisation parameters included a numerical tolerance of 0.001 and an iteration limit of 100.

The RNN was built using the "keras_model_sequential" function, featuring a single Long Short-Term Memory (LSTM) layer followed by a dense layer with "Sigmoid" and "Relu" activations. This architecture was chosen to capture sequential patterns inherent in intrusion detection datasets. On the other hand, the Naïve Bayes, being a probabilistic model, requires no specific configuration settings.

Model Evaluation

A consistent approach was adopted for all models for testing and scoring results. The training involved random sampling with a repeat train/test of 20 times. All datasets were divided into two portions: 70% for training and 30% for testing. This standardised methodology aimed to facilitate a fair and comparable assessment of the data mining models across diverse datasets. The performance of each model was assessed using evaluation metrics that include Area Under Curve (AUC), Classification Accuracy (CA), F1 Measure (F1), Precision (Prec), Recall, and Matthews Correlation Coefficient (MCC). The larger the value of these metrics, the better the model is. Equations 1 to 6 denote how to calculate the mentioned metrics.

$$\text{AUC} = \int_a^b f(x).dx$$  \hspace{1cm} (1)

$$\text{CA} = \frac{\text{True Positive (TP)} + \text{True Negative (TN)}}{\text{True Positive (TP)} + \text{True Negative (TN)} + \text{False Positive (FP)} + \text{False Negative (FN)}}$$  \hspace{1cm} (2)

$$\text{Prec} = \frac{\text{True Positive (TP)}}{\text{True Positive (TP)} + \text{False Positive (FP)}}$$  \hspace{1cm} (3)

$$\text{Recall} = \frac{\text{True Positive (TP)}}{\text{True Positive (TP)} + \text{False Negative (FN)}}$$  \hspace{1cm} (4)

$$\text{F1} = 2 \times \frac{\text{Prec} \times \text{Recall}}{\text{Prec} + \text{Recall}}$$  \hspace{1cm} (5)
\[
CC = \frac{(TP \times TN) - (FP \times FN)}{\sqrt{(TP + FP)(TP + FN)(TN + FP)(TN + FN)}}
\]  

(6)

RESULTS

Discussion on the results is presented in two phases: 1) a comparison between traditional data mining models (i.e. five models) and 2) a comparison between traditional models and deep learning models (i.e. two types of RNN). The outcome of Phase 1 is presented in Table 2, which depicts evaluation metrics for training and testing datasets. Column ‘Tr’ denoted the outcome from the training dataset, while the ones from the testing dataset are depicted under the ‘Ts’ column.

Table 2

Result of Phase 1

<table>
<thead>
<tr>
<th>Model</th>
<th>Dataset</th>
<th>Evaluation Metrics</th>
<th>AUC</th>
<th>CA</th>
<th>F1</th>
<th>Prec</th>
<th>Recall</th>
<th>MCC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Tr</td>
<td>Ts</td>
<td>Tr</td>
<td>Ts</td>
<td>Tr</td>
<td>Ts</td>
<td>Tr</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>NSL KDD</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>CIC- DDoS2019</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>CSE- CIC- IDS2018</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>UNSW -NB15</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>KYOTO</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Random Forest</td>
<td>NSL KDD</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>CIC- DDoS2019</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>CSE- CIC- IDS2018</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>UNSW -NB15</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>KYOTO</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
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In the evaluation of the Kyoto Dataset, the Decision Tree model displayed remarkable consistency between its performance on the training and testing sets, with AUC values of 0.927 and 0.932, respectively. This marginal difference underscores the model's reliability in discerning different classes, affirming its effectiveness in intrusion detection scenarios. Similarly, the Random Forest model exhibited stability, slightly outperforming the Decision Tree on the testing set with an AUC of 0.938 and maintaining parity with the training set at 0.938, showcasing its robust generalisation capabilities. Conversely, the Support Vector Machine (SVM) model demonstrated a notable performance gap, with an AUC of 0.605 on the training set and 0.732 on the testing set, indicating potential overfitting and limiting its suitability for deployment on the Kyoto Dataset. In contrast, Logistic Regression consistently excelled with an AUC of 0.919 for both sets, emphasising its reliability in intrusion detection. The Naïve
Bayes model also proved reliable, achieving AUC values of 0.859 for training and 0.858 for testing, highlighting its ability to apply learned patterns to new instances effectively. In summary, while Decision Tree, Random Forest, Logistic Regression, and Naïve Bayes demonstrated consistent performance, the SVM model exhibited a performance gap, urging caution in its deployment for intrusion detection on the Kyoto Dataset.

Furthermore, in the evaluation of the DDoS Evaluation Dataset (CIC-DDoS2019), all machine learning models demonstrated outstanding and consistent performance, achieving perfect AUC scores of 1.000 on both the training and testing sets. This remarkable consistency underscores the robustness of the models in effectively detecting intrusions associated with the unique characteristics of DDoS attacks. The Decision Tree model exhibited flawless performance, highlighting its adaptability and reliability in accurately classifying instances. Similarly, the Random Forest model showcased impeccable performance, leveraging the collective strength of multiple decision trees for robust intrusion detection. The Support Vector Machine (SVM) model demonstrated uniform excellence in creating effective decision boundaries between normal and malicious network traffic. Logistic Regression maintained perfect AUC scores, emphasising its reliability in intrusion detection, and even with a marginal decline, the Naïve Bayes model still exhibited outstanding performance. The overall training and testing sets reinforce the suitability of these models for robust security measures in scenarios represented by the DDoS Evaluation Dataset, providing confidence in their accuracy and effectiveness in intrusion detection tasks.

In the assessment of the IDS 2018 Intrusion CSVs (CSE-CIC-IDS2018) dataset, machine learning models demonstrated exceptional performance on both the training and testing sets, consistently achieving high AUC scores, affirming their efficacy in intrusion detection tasks specific to the dataset’s characteristics. The Decision Tree model exhibited remarkable AUC scores of 0.999 on both subsets, indicating its robust ability to distinguish between normal and intrusive network activities, making it a reliable choice for intrusion detection within the IDS 2018 dataset. The Random Forest model showcased impeccable performance with a perfect AUC of 1.000 across both sets, emphasising its collective strength in providing accurate intrusion detection. The Support Vector Machine (SVM) model maintained perfect AUC scores, highlighting its effectiveness in creating decision boundaries for intrusion detection within the dataset. Logistic Regression demonstrated flawless performance with perfect AUC scores on both sets, emphasising its accuracy and reliability in generalising to new instances. Despite a slight decline, the Naïve Bayes model maintained commendable performance on both sets, reaffirming its robustness in identifying potential intrusions within the IDS 2018 dataset.

In the evaluation of the UNSW_NB15 Dataset, the machine learning models showcased exceptional and consistent performance on both the training and testing sets, achieving perfect scores of 1.000 across all evaluation metrics, including AUC, CA, F1, Precision, Recall, and MCC. Commencing with the Decision Tree model, its flawless performance on both sets underscores the robustness and reliability of the model in accurately detecting and classifying intrusions within the UNSW_NB15 Dataset. The Random Forest model mirrored this excellence, emphasising the collective strength of the ensemble in providing accurate intrusion detection, with perfect scores of 1.000. Similarly, the Support Vector Machine (SVM) model demonstrated impeccable performance, achieving perfect scores on both sets and reinforcing its suitability for intrusion detection tasks. Logistic Regression maintained flawless performance, with perfect scores of 1.000 on both sets, emphasising its effectiveness in generalising to new instances. Even with a slight decline in performance, the Naïve Bayes model exhibited commendable results, underlining its robustness in identifying potential intrusions within the UNSW_NB15 Dataset. The detailed comparison underscores the consistent and high-level performance of these models in accurately
detecting intrusions, with perfect scores of 1.000, reinforcing their suitability for effective security measures in scenarios represented by the UNSW_NB15 Dataset.

In the evaluation of the NSL Dataset, diverse machine learning models showcased varied performance characteristics in the context of intrusion detection. The Decision Tree model exhibited robust capabilities with consistent AUC scores of 0.980 for the training set and 0.982 for the testing set, along with high CA, F1, Precision, Recall, and MCC scores for the testing set, indicating its ability to strike a balance between precision and recall. The Random Forest model demonstrated exceptional and near-perfect performance across all metrics for both sets, highlighting the strength of ensemble learning in improving generalisation and achieving robust intrusion detection. The Support Vector Machine (SVM) model, while showing slightly lower scores on the testing set, maintained a high AUC, suggesting its capability to distinguish between normal and intrusive instances in the NSL Dataset. Logistic Regression consistently displayed strong performance on both sets, solidifying its reliability for intrusion detection. In contrast, the Naïve Bayes model, while achieving a high AUC, showed a decline in other metrics, indicating potential challenges in balancing precision and recall.

Overall, the evaluation of diverse machine learning models across different intrusion detection datasets has provided valuable insights into their performance characteristics. Notably, the Decision Tree, Random Forest, Logistic Regression, and Naïve Bayes models demonstrated consistent performance in accurately detecting intrusions, showcasing their reliability in various scenarios. These models exhibited robustness, achieving high AUC scores, underscoring their effectiveness in distinguishing between normal and malicious network activities. However, it is essential to exercise caution in the deployment of the Support Vector Machine (SVM) model, as indicated by its performance gap in the Kyoto Dataset.

As deep learning models are showing promising outcomes in data analytics, this study investigates the deployment of Recurrent Neural Networks (RNN) in intrusion detection. Phase 2 of the evaluation details the performance of RNN models as compared to the traditional models. Table 3 depicts the classification accuracy for all compared models. The “Tr” denotes the outcome of the training set, while the testing results are represented under the “Ts” column.

**Table 3**

*Result of Phase 2*

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Decision Tree</th>
<th>Random Forest</th>
<th>SVM</th>
<th>Logistic Regression</th>
<th>Naïve Bayes</th>
<th>RNN (Sigmoid)</th>
<th>RNN (ReLu)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NSL KDD</td>
<td>0.993</td>
<td>0.993</td>
<td>0.999</td>
<td>0.997</td>
<td>0.998</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>CIC-DDoS2019</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>0.997</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>CSE-CIC-IDS2018</td>
<td>0.998</td>
<td>0.998</td>
<td>1.000</td>
<td>1.000</td>
<td>0.991</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>UNSW-NB15</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>0.999</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>KYOTO</td>
<td>0.879</td>
<td>0.880</td>
<td>0.883</td>
<td>0.648</td>
<td>0.870</td>
<td>1.000</td>
<td>1.000</td>
</tr>
</tbody>
</table>
The result of a 70% data training set of Recurrent Neural Networks (RNNs) across diverse datasets has yielded noteworthy results. In the NSL Dataset, the Decision Tree achieved an accuracy of 0.993, Random Forest excelled with an accuracy of 0.999, and SVM, Logistic Regression, and Naïve Bayes demonstrated competitive performances with accuracies of 0.971, 0.997, and 0.988, respectively. Notably, RNNs, utilising both Sigmoid and ReLu activation functions, outperformed traditional models with a perfect accuracy 1.000. Moving to the DDoS Evaluation Dataset (CIC-DDoS2019), all traditional models achieved perfect accuracies, emphasising their robustness. Similarly, RNNs with both Sigmoid and ReLu activations maintained the accuracies.

In the IDS 2018 Intrusion CSVs (CSE-CIC-IDS2018) Dataset, traditional models, including Decision Tree, Random Forest, SVM, and Logistic Regression, exhibited strong performances with perfect accuracies. Naïve Bayes showed resilience with an accuracy of 0.991. RNNs, employing both Sigmoid and ReLu, again demonstrated impeccable accuracy, highlighting their suitability for intrusion detection tasks. The UNSW_NB15 Dataset showcased the adaptability of traditional models, with Decision Tree, Random Forest, SVM, and Logistic Regression achieving perfect accuracies. Naïve Bayes maintained high accuracy at 0.999. RNNs with both Sigmoid and ReLu activations consistently demonstrated flawless accuracy, providing a compelling alternative for intrusion detection in this dataset.

In the Kyoto Dataset, where traditional models faced challenges, RNNs emerged as particularly effective. Decision Tree and Random Forest achieved accuracies of 0.879 and 0.883, respectively, while SVM lagged with an accuracy of 0.648. Logistic Regression and Naïve Bayes demonstrated respectable performances with accuracies of 0.870 and 0.856. Strikingly, RNNs with both Sigmoid and ReLu activations showcased perfect accuracies, underscoring their potential for handling the nuances of network security in this specific environment. The training set of Recurrent Neural Networks, especially with Sigmoid and ReLu activations, has demonstrated promising results in intrusion detection across diverse datasets. These findings contribute valuable insights into the potential of neural network approaches for enhancing the accuracy of intrusion detection systems.

The evaluation of model performance on the testing set reveals significant insights into the effectiveness of intrusion detection across diverse datasets. In the NSL dataset, traditional models such as Decision Tree, Random Forest, SVM, and Logistic Regression displayed robust accuracy levels, with SVM exhibiting improved performance on the testing set compared to the training set at 0.990. The RNNs, employing both Sigmoid and ReLu activations, continued to showcase impeccable accuracy, emphasising their consistency in accurately identifying intrusive network activities. In fact, the RNNs performed very well in all datasets.

The CIC-DDoS2019 reinforced the reliability of traditional models, with Decision Tree, Random Forest, SVM, and Logistic Regression achieving perfect accuracies. Naïve Bayes maintained a high accuracy of 0.997 on the testing set. In the CSE-CIC-IDS2018 dataset, all models except the Decision Tree and Naïve Bayes obtained 100 per cent accuracy. A similar pattern can be seen in the UNSW_NB15 dataset for all models except for Naïve Bayes (with 0.999).

The Kyoto dataset, where traditional models faced challenges, witnessed a similar trend in the training set. Decision Tree and Random Forest achieved accuracies of 0.880 and 0.883, respectively, while SVM exhibited a testing set accuracy of 0.666. Logistic Regression and Naïve Bayes demonstrated respectable performances, with accuracies of 0.868 and 0.852. However, the traditional models fail to outperform the RNNs as both ReLu and Sigmoid RNN generated perfect accuracy.
The evaluation of model performance on the testing set reaffirms the consistency and reliability of traditional models. It underscores the robustness of RNNs, significantly when activated with Sigmoid and ReLu functions, in accurately identifying and classifying intrusions across diverse datasets. Activated with either Sigmoid or ReLu functions, RNNs consistently outshine other classification models, demonstrating perfect accuracy not only in the training but also in the testing set. Such a positive outcome underscores the unparalleled ability of RNN to understand and distinguish between normal and intrusive network activities. While other models exhibit commendable accuracy, RNN's unwavering perfection across datasets is essential for intrusion detection tasks.

CONCLUSION

The main concepts involve employing data mining models to identify recurring and valuable patterns in intrusion detection datasets and utilising pertinent attributes to create (inductively taught) classifiers capable of identifying intrusion activity. The comparative analysis highlighted the exceptional performance of Recurrent Neural Networks (RNNs) that are equipped with either Sigmoid or ReLu activation functions. These models consistently achieved remarkable performance across all datasets, showcasing their unparalleled ability to discern normal and intrusive network activities. While traditional models like Decision Tree, Random Forest, SVM, Logistic Regression, and Naïve Bayes demonstrated commendable performance, the consistent perfection of RNNs underscored their supremacy in intrusion detection.

In addressing the dataset specificity, it is essential to acknowledge that the study's findings might be confined to the characteristics of the selected intrusion detection datasets. While these datasets offer valuable insights, their unique features may limit the broader applicability of the models. To mitigate this limitation, future research should explore the performance of intrusion detection models across a more diverse range of real-world datasets, ensuring a comprehensive understanding of model generalisation in varied network environments. Additionally, the study utilised default hyperparameters for model training, a decision that might not optimise model performance to its full potential. Recognising the sensitivity of intrusion detection models to hyperparameter configurations, future research could thoroughly explore hyperparameter tuning. Such an approach may uncover optimal configurations for improved model robustness and accuracy. As cybersecurity threats evolve, the study suggests exploring ensemble approaches as a promising future direction for data mining in intrusion detection. Combining the strengths of multiple intrusion detection models through ensemble techniques may enhance overall performance and resilience.

To sum up, this research adds essential knowledge to the intrusion detection domain as it emphasises the prominence of RNNs and outlines key considerations for future research. The deployment of robust and adaptive intrusion detection systems is crucial in safeguarding network environments, and this research lays a foundation for continued advancements in the realm of cybersecurity.
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