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ABSTRACT

This paper examines the post Bretton Woods experience of the Malaysian Ringgit. In this period, Malaysia moved from a managed to a floating exchange rate environment. We examine persistence in real exchange rates by estimating fractionally integrated ARIMA models and find evidence of long memory, which induces persistence though this long memory need not be associated with a unit root. The results show that three out of four exchange rates being examined display mean reversion. The long memory process re-establishes the Purchasing Power Parity as a meaningful concept of long-run equilibrium relation between the exchange rate and relative prices.
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INTRODUCTION

The stationarity of real exchange rates is an issue that has long bedeviled researchers in international finance. In the case that real exchange rates are non-stationary, the principle of purchasing power parity (PPP) is no longer valid as a representation of the long run equilibrium relation between exchange rates and relative prices.

The failure to detect parity reversion in real exchange rates has often been attributed to the relatively short-span of data employed, which covers only the post-Bretton Woods float. Standard tests take the unit root as the null hypothesis, and the power to reject this null hypothesis is extremely low using data from the post-Bretton Woods period alone, which spans 29 years or less. It does not help that the data are often sampled at monthly or quarterly frequency, as the power of the unit root test depends on the data’s span, rather than its frequency (Shiller & Perron, 1985; Hakkio & Rush, 1991).

Two responses to the problem of low power appear in the PPP literature. First, a number of studies employ panel data from the post-Bretton Woods float. As shown by Frankel & Rose (1996), panel techniques can greatly improve the power of the unit root test. Indeed, many panel studies find support for long-run PPP for the post-Bretton Woods era, including Oh (1996), Wu (1996), Papell (1997), and Taylor & Sarno (1998). The second response to low power in the PPP literature is the use of long spans of data, often covering more than a century. For example, Abuaf & Jorion (1990), Glen (1992), and Lothian & Taylor (1996) all use long spans of data to test long-run PPP. Both the panel and long spanning data studies show that deviations from long-run PPP are quite persistent and display near unit root behavior, precisely the type of stationary behavior that will be difficult for standard single-country tests to detect for samples as short as the modern float.

This paper revisits the issue of whether real exchange rates are stationary over the flexible rate period. Given the many studies such as Baharumshah & Ariff (1997), Khoon & Mithani (2000), and Azali, Habibullah & Baharumshah (2001), that have been made on the empirical validity of PPP, it is pertinent to ask what is the value added contributed by this paper. This paper extends previous research in a number of directions. First, most studies of PPP are based on univariate methods applied to bilateral exchange rates. This paper departs from the norm in that we employ both bilateral exchange rates and a real effective exchange rate (REER). Second, the paper aims to address some of the concerns regarding the robustness of the unit root test for mean reversion by applying the semi-parametric estimate of $d$, the degree of fractional integration.

TESTING FOR MEAN REVERSION

If the PPP hypothesis is valid then shocks to real exchange rates have finite lives. To illustrate this point, it is useful to write the PPP relation as containing the long run equilibrium real exchange rate $r_t$ and short run deviations from this equilibrium level:

$$ r_t, \equiv r_t + (r_t, - r_t) $$

where $r_t, = c_t - (p_t^* - p_t)$. If relative PPP holds in the long run, $r_t$ will be constant and ultimately have the same values as $r_t$. In such a case $e_t, p_t^*$ and $p_t$ will achieve equilibrium values. Empirically however, there is no reason why $r_t$ should not deviate from $r_t$. If shocks to $r_t$ have finite lives, then long run PPP is a valid equilibrium.

There is always an inherent difficulty when testing for the persistence of shock in finite data, namely that data which exhibits slow mean reversion may be indistinguishable from the data where the shocks have infinite persistence. For this reason, researchers investigating PPP often prefer to work with data that span a century or more. Our focus in this paper, however, is on the post-Bretton Woods period and this entails the risk that our testing methodology may lack the power to distinguish between finite and infinitely-lived shocks, a point noted by Frankel (1986); Huizinga (1987), and Diebold et al. (1991).

Mean reversion in economic time series depends crucially on correlations at long lags,
which can easily be misspecified in simple ARIMA representations. We assert, however, that what is required is a generalization of the ARIMA model that can capture a variety of long-run, low frequency responses.

The conventional dynamic model for the real exchange rate is the ARIMA \((p, d, q)\) process:

\[
\phi(B)(1-B)^d r_t = \delta + \theta(B) \varepsilon_t, \tag{2}
\]

where \(B\) is the lag operator, \(Br_t = r_{t-1}\), \(\phi(B)\) and \(\theta(B)\) are polynomials in the lag operator whose roots lie outside the unit circle, \(\delta\) is a constant and \(d\) is an integer, usually zero or one. Diebold et al. (1991) and Cheung & Lai (1993) apply the more general ARFIMA \((p, d, q)\) corresponding to equation (2) where \(d\) may take on non-integer values. The ARFIMA model belongs to the class of long-memory processes, so-named for their ability to display significant dependence between observations widely separated in time. Standard ARIMA processes are often labeled ‘short-memory’ processes because the dependence between observations \(\tau\) periods apart decays rapidly as \(\tau\) increases. Indeed, it is well-known that for large \(\tau\) ARIMA autocorrelations decay approximately geometrically,

\[
\rho(\tau) \sim r^\tau,
\]

where \(r\) is a constant such that \(|r| < 1\). ARFIMA processes, however, have a slower hyperbolic autocorrelation decay; for large \(\tau\) we have the approximation

\[
\rho_Y(\tau) \sim \tau^{2d-1}, \quad d < 1/2, \quad d \neq 0.
\]

<table>
<thead>
<tr>
<th>(\tau)-th Order Autocorrelations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lag ((\tau))</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>(1-0.5L)(Y_t = \varepsilon_t), (\rho(\tau) = 0.50)</td>
</tr>
<tr>
<td>(1- L)(^{0.3})(Y_t = \varepsilon_t), (\rho(\tau) = 0.50)</td>
</tr>
</tbody>
</table>

Sources: Adopted from Diebold & Rudebusch (1989)

Table 1 provides a comparison of the \(\tau\)-th order autocorrelations of fractional noise with those of a first-order auto-regression \([AR(1)]\). The two models are parameterized to provide the same first-order autocorrelations, but as the interval between observations increases, the autocorrelations diverge. At lag 25, the AR (1) correlation is approximately 0, while the fractionally integrated series has a correlation of 0.18.

Table 1 provides a comparison of the \(\tau\)-th order autocorrelations of fractional noise with those of a first-order auto-regression \([AR(1)]\). The two models are parameterized to provide the same first-order autocorrelations, but as the interval between observations increases, the autocorrelations diverge. At lag 25, the AR (1) correlation is approximately 0, while the fractionally integrated series has a correlation of 0.18.

The concept of long memory, when applied to \(r_t\), corresponds to a situation in which

\[
\lim \sum |\rho_j| = \infty, \tag{3}
\]

where \(\rho_j\) is the autocorrelation coefficient at lag \(j\) for \(r_t\). A popular method of capturing the type of behavior defined in equation (3) is the
fractionally differenced time series model of Granger (1980). In this case $r_t$ satisfies:

$$(1 - B)^d r_t = \varepsilon_t - \varepsilon_t \sim \text{i.i.d.}(0, \sigma^2 \varepsilon).$$  \hspace{1cm} (4)

Granger shows that:

$$\left(1 - B\right)^d r_t = \sum A_k r_{t-k} = \varepsilon_t,$$  \hspace{1cm} (5)

where the AR coefficient $A_k$ is in terms of the gamma function

$$A_k = (-1)^k \left(\frac{d}{k}\right) = \frac{\Gamma(k-d)}{\Gamma(-d)} \frac{\Gamma(k+1)}{\Gamma(0)}.$$  \hspace{1cm} (6)

For $|d| > 1/2$, the variance of $r_t$ is infinite and hence $r_t$ is non-stationary and has long memory. For $-1/2 < d < 1/2$ the process is stationary and has long memory. We use two-step procedure proposed by Geweke & Porter-Hudak (GPH) (1983) to estimate $d$. The spectral density of $r_t$ is given by:

$$f_r(\lambda) = \left| 1 - \exp(-i\lambda) \right|^{-2d} f_{\varepsilon}(\lambda) = \left[4\sin^2(\lambda/2)\right]^{-d} f_{\varepsilon}(\lambda).$$  \hspace{1cm} (7)

where $f_{\varepsilon}(\lambda)$ is the spectral density of $\varepsilon_t$. It follows that:

$$\ln[f_r(\lambda)] = \ln[f_{\varepsilon}(\lambda)] - d \ln[4\sin^2(\lambda/2)].$$  \hspace{1cm} (8)

The particular utility of equation (8) is its formal similarity to a simple linear regression equation:

$$\ln[f_r(\lambda)] = \beta_0 + \beta_1 \ln[4\sin^2(\lambda/2)].$$  \hspace{1cm} (9)

GPH proposes estimation of $d$ by regressing the first $n(T)$ values from the sample periodogram of $r_t$, on the corresponding functions of the first $n(T)$ frequencies of spectral density. Here $n(T)$ is taken to be reasonably small; GPH suggests $n(T) = T^\alpha$, obtaining good results with $\alpha = 0.5$. Baillie (1987) comments that the GPH estimator is potentially robust to non-normality, however; there is reasonable evidence to suggest bias and inefficiency in small samples.

The data used in this study consist of monthly observations for the real exchange rate between the Malaysian ringgit and the US dollar, the Singapore dollar and the British pound; and the real effective exchange rate sampled monthly over the period 1988-2002. The data were transformed into logarithms $r_t = \log(R)$. 

**EMPIRICAL RESULTS**

As an initial assessment, the data are subjected to augmented Dickey-Fuller tests for unit roots and the hypothesis could not be rejected as shown in Table 2.

<table>
<thead>
<tr>
<th></th>
<th>Level</th>
<th>1st difference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\tau_\mu$</td>
<td>$\tau_\tau$</td>
</tr>
<tr>
<td>USD</td>
<td>1.1818</td>
<td>0.1367</td>
</tr>
<tr>
<td>SGD</td>
<td>0.8441</td>
<td>-1.6728</td>
</tr>
<tr>
<td>GBP</td>
<td>-1.1368</td>
<td>-2.1542</td>
</tr>
<tr>
<td>REER</td>
<td>-2.1130</td>
<td>-2.6805</td>
</tr>
</tbody>
</table>

* Statistical significance at 0.01 level. $\tau_\mu$ and $\tau_\tau$ are standard ADF tests with a constant and a constant with time trend included in the equation, respectively.

Then, Table 3 reports $d$ estimates for all four real exchange rates along with asymptotic standard errors and the associated $p$ values for the unit root null hypothesis ($d = 1$). The number of low-frequency periodogram ordinates included in the GPH regression introduces a judgemental aspect; improper inclusion of medium-frequency ordinates will contaminate the estimate of $d$, while too small a regression sample will lead to imprecise estimates. Table 3 reports $d$ estimates for each series for three different regression sample sizes. The sample sizes are equal to $T\alpha$, for $\alpha = 0.5, 0.525, \text{ and } 0.55$. The estimates of the order of fractional integration are quite robust across this variation.

<table>
<thead>
<tr>
<th>Data series</th>
<th>$\alpha = 0.5$</th>
<th>$\alpha = 0.525$</th>
<th>$\alpha = 0.55$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real effective exchange rate</td>
<td>0.136</td>
<td>0.184</td>
<td>0.188</td>
</tr>
<tr>
<td>1988:3 – 2002:6</td>
<td>(0.025)</td>
<td>(0.063)</td>
<td>(0.060)</td>
</tr>
<tr>
<td></td>
<td>$P = 0.00$</td>
<td>$P = 0.01$</td>
<td>$P = 0.00$</td>
</tr>
<tr>
<td>GBP / MYR</td>
<td>0.641</td>
<td>0.695</td>
<td>0.689</td>
</tr>
<tr>
<td>1980:1 – 2002:12</td>
<td>(0.151)</td>
<td>(0.135)</td>
<td>(0.111)</td>
</tr>
<tr>
<td></td>
<td>$P = 0.00$</td>
<td>$P = 0.00$</td>
<td>$P = 0.00$</td>
</tr>
<tr>
<td>USD / MYR</td>
<td>0.213</td>
<td>0.206</td>
<td>0.209</td>
</tr>
<tr>
<td>1974:1 – 1998:8</td>
<td>(0.073)</td>
<td>(0.057)</td>
<td>(0.055)</td>
</tr>
<tr>
<td></td>
<td>$P = 0.01$</td>
<td>$P = 0.02$</td>
<td>$P = 0.01$</td>
</tr>
<tr>
<td>SGD / MYR</td>
<td>0.303</td>
<td>0.296</td>
<td>0.343</td>
</tr>
<tr>
<td>1974:1 – 2002:12</td>
<td>(0.087)</td>
<td>(0.073)</td>
<td>(0.079)</td>
</tr>
<tr>
<td></td>
<td>$P = 0.00$</td>
<td>$P = 0.00$</td>
<td>$P = 0.00$</td>
</tr>
</tbody>
</table>

Note: Standard error displays as (.)

The point estimates of $d$ are quite striking, as all are less than unity, and most of them are very much less than unity. The null hypothesis of unit root is rejected in favor of the long memory model. Three out of four real exchange rate series being investigated display mean reversion as $d < 1/2$. The results suggest that shocks to $r_t$ have finite lives. If shocks to $r_t$ have finite lives, then long run purchasing power parity is a valid equilibrium. The degree of persistence is the highest for pound sterling as the value of $d$ is greater than 0.5.

**CONCLUSIONS**

This paper tested Malaysian monthly real exchange rates for evidence of mean reversion. A semi-parametric estimator was employed in an effort to obtain inferences that are robust to problems associated with non-stationary data. The application of a long memory model associated with the non-integer $d$ to analyze the time series properties of Malaysia’s real exchange rates have important implications for the PPP hypothesis as
there was strong evidence of mean reversion in the data. Evidence of long memory is found in all of the exchange rates studied, though it is not necessarily associated with a unit root, as estimated \( d \) values range from 0.136 to 0.689. Furthermore, the knife-edged cases of ‘unit root’ and ‘no unit root’, which correspond to \( d = 1 \) and \( d = 0 \) respectively, lose their exaggerated importance once \( d \) is allowed to vary on a continuum. In general, the PPP literature is one of the best examples of how many researchers have been misled by the low power of unit root testing procedures and have tended to abandon PPP without sufficient attention to the econometric procedures.
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